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Abstract

This thesis looks into the problem of learning Chinese characters for foreign language learners and focuses on learning approaches that stress recognising characters without writing them by hand, which are becoming popular due to the widespread use of computer-based input methods. Mistaking characters for each other has been identified as an important problem that learners need to overcome. The empirical investigations in the thesis include a self-observation diary study and connectionist simulations of learning Chinese characters.

The diary study collected over 1,500 pairs of characters that had been mistaken for one another in the process of learning. The analysis of these cases revealed an interplay of various factors that led to character confusion: graphical, semantic and phonetic similarity, as well as association caused by frequent co-occurrence of given characters in some words. A more detailed analysis distinguished character components that have a semantic or phonetic value in modern Chinese. It showed how the presence of similar components may contribute to character confusion, and found more complex cases of relationships between the value of the components of the target character and the actual pronunciation and meaning of the character it was confused with.

The connectionist simulation of character acquisition presented in this thesis is based on the DISLEX model, which consists of two self-organising maps and aims to provide a neurobiologically plausible account of word learning. An evaluation of the first version of the model showed that the pairs of confused characters collected in the diary study were represented significantly closer to each other than the average. Nevertheless, the model had major flaws, which were addressed in the second version. It included a more sophisticated representation of the semantic, phonetic and graphemic features of the characters. The second model showed a significant improvement over the first one.

The model accounted for character confusion by representing the approximate pronunciation of the characters, the approximate pronunciation indicated by their phonetic components, frequently recurring graphical components and the semantic classification of the characters (as indicated by the hypernyms). These results give an indication of what a psychologically plausible representation of Chinese characters may look like. Experiments with more learners are required to assess the scope of applicability of these findings and the predictive value of the model.
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Chapter 1

Introduction

1.1 Goal

Why Chinese is so damn hard (為什麼中文這麼TM難?) is the title of a famous essay by David Moser (1991). When such a question is asked by a scholar of Chinese who has already spent several years studying the language full-time, it deserves some attention. The first thing usually associated with the difficulty of Chinese is the characters, and indeed, the majority of reasons brought up by Moser are related to the writing system. This thesis investigates the problems related to learning Chinese characters.

Characters are basic components of the Chinese writing system; learning the characters is a time-consuming task both for first- and second language learners of Chinese. Lack of adequate reading skills is a common problem even among those second language learners who have been learning Chinese for several years, and it is often caused by the fact that they cannot recognise enough characters. This thesis looks at issues related to recognising characters and focuses on one of the difficulties that L2 learners usually face: the problem of confusing one character for another.

The goal of this thesis is to provide data that can increase our understanding of the process of learning Chinese characters and find ways to identify which characters are likely to be confused by second-language learners. A typical Chinese character represents a morpheme and is therefore associated with a graphical form, sound and meaning. We will investigate the degree to which this confusion may be attributed to similarities between different characters with regard to these three aspects.

1.2 Structure of the thesis

The remainder of this chapter provides the motivation for this thesis by discussing the notion of Chinese as a difficult language and the role of characters in its difficulty. Chapter 2 presents important facts about the Chinese writing system, its evolution and the structure of the Chinese characters. One of the most difficult aspects of learning Chinese is learning Chinese characters. We will therefore investigate the number of characters required to achieve adequate comprehension of texts aimed at native
speakers. Chapter 3 summarises models of reading and the bilingual mental lexicon. Most importantly, it discusses the advantages and disadvantages of different models of reading, particularly connectionist models. This is important background information for the study presented in subsequent chapters.

Chapter 4 begins with a summary of a pilot study of character recognition that motivates further research presented in this thesis. Next, it discusses some of the character teaching approaches with a particular focus on character-centred, recognition-based methods that make use of semantic and phonetic components of the characters. It argues that an important problem that learners may face is confusing characters for one another. This phenomenon may be particularly likely to occur when learning to recognise characters without learning to write them by hand. Such recognition-based learning methods are increasingly popular, due to the widespread use of technology that enables character input without handwriting. The last section of the chapter poses research questions that may be answered using data about characters that have been confused by the learner. The study presented in later chapters addresses these questions.

Chapter 5 begins with a formal definition of what it means for one character to be confused with another, and argues for a self-observation-based diary study as a method of data gathering. It then discusses the patterns of confusion that have been discovered in the gathered data, and argues that one approach to forming a hypothesis about which characters are likely to be confused is to construct a computational model of character learning. The specific decisions made in constructing the model are presented in chapter 6. The initial representation did not perform well, and therefore the model had to be improved. The results of running the model are then analysed. In particular, the analysis of how the model was improved may give indications as to what kind of representation is more psychologically plausible. Chapter 7 concludes the thesis, summarising its main points and suggesting future research directions.

1.3 Motivation

1.3.1 Difficulty of mastering Mandarin for Western learners

It is hard to compare the difficulty of learning different languages, even for learners with identical L1. There are many factors that need to be taken into account, including motivation, learning methods and aims and goals of the learners. Let us look at expected learning times for different languages provided by the Foreign Service Institute, an American institution that offers language training to diplomats.

Even though FSI’s method of estimation is not explicitly stated, the target proficiency level of language teaching is well-defined: professional working proficiency, or S3/R3 in the ILR scale (which roughly corresponds

to the C1 level in the Common European Framework of Reference for Languages). Moreover, it is likely that the estimates are based on learners who are highly motivated, have similar goals and are taught using similar methods\(^2\). This group of learners is more uniform that general population of foreign language learners. Therefore, relative differences between the estimates for different languages should tell us something about the relative difficulty of these languages for native English speakers.

According to FSI, obtaining professional working proficiency in Mandarin Chinese in reading and writing by an English speaker requires about 2200 hours of training. For comparison, the time to attain the same level in most Germanic and Romance languages is estimated at 600 hours. More interestingly, the time to learn Indonesian or Swahili, languages just as unrelated to English as Chinese, is about 900 hours. Also languages that are typologically or genetically similar to Mandarin are much easier. Vietnamese, like Mandarin, is a very analytic language and has been under cultural influence of Chinese for a long time. Still its expected learning time is two times shorter than that of Mandarin (though Vietnamese is said to be a somewhat more difficult than other languages in the 1100-hour group). The same estimate applies to Burmese, which together with Mandarin belongs to the Sino-Tibetan language family. As we can see, these differences cannot be explained by cultural and linguistic distance between languages.

1.3.2 Role of Chinese characters in the difficulty of Mandarin

The group of languages that require 2200 hours of instruction at FSI includes Mandarin, Cantonese, Japanese and Korean, that is, it all the languages from the FSI list that use or recently used Chinese characters to a significant degree. Arabic is the only language in the most difficult group that has no relation to the Chinese writing system whatsoever.

About 2000 Chinese characters are taught in education systems in both North and South Korea, but their usage is currently infrequent in the Korean language, and therefore they are not essential to learn for Korean L2 speakers. As of 2016, the use of Chinese characters in modern Korean is minimal. However, the description of Korean on the FSI website claims that “[t]he use of Hanja [Chinese characters] is still common in South Korea”, which suggests that the learning time estimates come from the 1990s or earlier, when Chinese characters were an important part of the Korean as a second language curriculum.

Japanese, the other language that uses Chinese characters in its writing system to a large degree, has an official list of so-called Joyo kanji – 2136 characters that one needs to know in order to use the written language fluently. They are used in the context of teaching Japanese writing for both first- and second-language speakers. Japanese mass media generally

\(^2\)Quote from the FSI website: “It must be kept in mind that that students at FSI are almost 40 years old, are native speakers of English, and have a good aptitude for formal language study, plus knowledge of several other foreign languages. They study in small classes of no more than 6. Their schedule calls for 25 hours of class per week with 3-4 hours per day of directed self-study.”
annotate non-Joyo characters with pronunciation, which clearly indicates that there is a significant number of native speakers who cannot read such characters. It is hard to compare the difficulty of learning the Chinese and the Japanese writing systems, as they function in very different ways. It is clear, however, that one of the aspects of the difficulty of Chinese is the sheer number of characters that need to be learnt. There is no official Chinese list corresponding to Joyo kanji, but the number of such important characters is definitely higher in this language. The problem of estimating the number of characters required for text comprehension will be discussed in section 2.5.

Even though applying the FSI estimates to the whole population of language learners is not straightforward, it is clear that Chinese will pose a much greater challenge to typical learners from Western countries than most other languages, such as Indonesian or Vietnamese. Moser (1991), in the above-mentioned essay, lists 9 reasons for why Chinese is hard to learn for English speakers. 5 of them are, broadly speaking, related to the writing system, 3 reasons are related to the lexicon, and one has to do with the fact that Chinese is a tonal language. There is no reason to think that each of Moser’s points is equally important or that the list is exhaustive. We can note that there are many tonal languages (including the above-mentioned Vietnamese and Burmese) and vocabulary learning problems are frequent, especially when one learns a language from a different language family. On the other hand, the challenges caused by the writing system are quite unique to languages that use Chinese characters.

Chinese characters outnumber graphical symbols in every other writing system that is in use in the modern world. This comes from the fact that they are, to a large degree, logographic: while other writing systems associate individual symbols with particular sounds or their sequences, logographic systems also associate them with meaning. Phoneme inventory and phonotactics naturally restrict the number of recurring sound patterns in every language, but meaning is not subject to such a limitation. If we combine that with the fact that mapping between the graphical form of the character, its pronunciation and its meaning is far from straightforward, we can see why Chinese characters are a likely reason for why Chinese takes more time to learn than most other languages.

1.3.3 Importance of Chinese characters

Chinese characters are likely to be the main obstacle to learning Mandarin. But is it necessary to learn them? It is possible to achieve a conversational level in the language without too much contact with the characters. Some heritage speakers may even have near-native spoken fluency without ability to read. There are, however, many aspects of Chinese that an advanced language user needs to know, which are very hard or perhaps even impossible to learn without learning the characters. There are many thousands of chengyu 成語, four-letter idioms that come from classical Chinese phrases, and their structure makes sense only when analysed character by character. Many words in the formal register are predominantly used in writing, and only rarely in speaking, so it is hard to learn them without reading. A
lot of language content in Chinese, from commercials to jokes, depends on character homophony or polysemy. The characters in proper names are often chosen in a way that conveys some additional meaning. This all makes learning Chinese characters inevitable for anyone who wants to achieve an upper-intermediate or advanced command of the language.
Chapter 2

Chinese writing system

This thesis deals with the issue of learning Chinese characters in the context of learning Standard Chinese (which is a form of Mandarin) as a second language. This chapter provides basic information about Chinese characters and their relation to modern spoken Mandarin. However, in order to get a better understanding of the structure and function of the Chinese characters, some perspective is needed. To this end, a brief look at other Sinitic languages that use or used this script will be beneficial, in particular Old Chinese, which was spoken at the time when the Chinese writing system emerged.

2.1 Relation of the Chinese writing system to the Chinese languages

Even though the focus of this thesis is the characters, some information about the phonology of the underlying language needs to be provided. As mentioned above, there is no single underlying language: the Chinese writing system was and is used to write several different languages. Let us first look at modern Mandarin; other languages will be shortly mentioned in the next section.

Each Chinese character, apart from very few exceptions, represents a syllable. The structure of a syllable is very limited in Mandarin: the largest possible form is CGVX, where C is a consonant, G is a glide, V is a vowel, X is a coda. Moreover, a syllable needs to have one of four tones (numbered from 1 to 4), or be in the fifth, neutral tone. In *Pinyin* ¹, the standard phonetic transcription of Mandarin, tones are indicated by a diacritic mark over the vowel and its absence indicates the neutral tone, e.g. ā (1st tone, tone contour¹: 55), á (2nd tone, tone contour: 35), ǎ (3rd tone, tone contour: 21 or 214), à (4th tone, tone contour: 51), a (neutral tone). The phonological system has been analysed in various ways, with different numbers of consonants, glides and vowels. All the analyses

¹The tone contour notation uses numbers from 1 to 5, where 1 signifies the lowest pitch level and 5 signifies the highest pitch level. In contrast, the Mandarin tone numbers are arbitrary.
generally agree, however, that there are only about 400 possible syllables, if we disregard the tone. If we take the tone into account, we will find about 1200 syllables that are actually used in the language (i.e. syllables that are actual pronunciations of at least one character).

The Chinese writing system is logographic to a large degree: most characters do not only represent a string of phonemes, but also a particular meaning; in other words, they are morphemes. That is, for a pair of homophonic morphemes we can usually expect them to be written with two different characters. Due to the restrictive phonotactics, this situation is extremely frequent in Mandarin: For example, among the 6000 most frequent characters, over 40 are pronounced 言 and over 30 are pronounced 言 (with the same phonemes and tone). This situation does not usually produce problems with communication, because most of these morphemes are bound and restricted to specific words. Even though many of the most frequent words are monosyllabic, the vast majority of words in Chinese is bisyllabic. Longer words are infrequent (Da 2005), apart from a set of 成語, four-character idioms taken directly from Classical Chinese.

The words in written Chinese are not separated by spaces. There is no graphical marking of word boundaries at all, and morphology, syntax, semantics and pragmatics all contribute to correct interpretation of segmentation of sentences into words. Such interpretation may sometimes be ambiguous.

While the vast majority of characters are morphemes, it is not the case for all of them. Some characters are associated only with a particular, multi-character word, and therefore we cannot say they have a meaning by themselves. For example, the individual characters in the word 蝴蝶 ‘butterfly’ are not morphemes, because they do not appear in any other word, nor alone. In other cases characters may represent morphemes, but not in a particular context. This is often the case with loanwords. For example, the characters in the word 挪威 ‘Norway’ do have meanings: 挪 ‘move, shift’ and 威 ‘impressive strength, might, power’. In the context of the name of the country, however, they have been chosen for their sound, not meaning, and therefore 挪威 needs to be treated as one indivisible unit. On the other hand, even here the meanings of the characters are not completely random – there is a strong tendency to transcribe country names and other such proper nouns with characters that have a positive meaning.

2.2 Structure of Chinese characters

This section presents a very basic analysis of the building blocks of the characters, in order to present a general idea of what they consist of. The following sections will provide a deeper discussion about possible ways of systematising the characters and understanding their structure.

On the most basic level, each character consists of strokes needed to write it with a brush or pen, that is, individual lines and dots. On a higher level, we can find out that most of the characters consist of recurring components
in different configurations. We can group them into simple characters, that contain only one component, e.g. 马 ‘horse’, and complex characters, that contain more components, e.g. 媽 ‘mother’. This distinction is unrelated to the distinction between simplified and traditional characters discussed in the next section.

Simple characters, such as 马 ‘horse’ or 木 ‘wood, tree’, have only one component and make up the oldest character group. In modern Chinese writing, we can think of most simple characters as arbitrary symbols representing morphemes with particular meanings and pronunciations. Complex characters, conversely, consist of several components. Some of character components may be free, that is, have the ability to function alone as independent characters. Other components are bound, and can occur only as a part of a character.

There are different ways of systematising character components, but it is clear that some of the components play a semantic role, and some indicate pronunciation. For example, 媽 ‘mother’ has two components: 女 ‘woman’ and 马 ‘horse’, and the former is a semantic component (indicates that meaning of the whole character is somehow related to women), while the latter is a phonetic component. It indicates that the pronunciation is similar to mā. In some cases the pronunciation is identical, but often it is not – here 媽 and 马 have different tones.

The classification of components is character-specific – the same component can be semantic within one character, and phonetic in another. For example, the character 沐 ‘wash’ can be decomposed into the semantic component 氵 ‘water’, and the phonetic component 木 ‘wood, tree’. On the other hand, in the character 杏 ‘apricot’, 木 ‘wood, tree’ is clearly a semantic component.

There are components that have no other role; they cannot stand alone, and therefore have no associated pronunciation, e.g. 氵 ‘water’ or 草 ‘plant’ (although in the case of 草, we may treat it as an orthographic variant of the character 水 ‘water’). Other components, such as 木 ‘wood, tree’, can stand alone as simple characters. Complex characters can serve as components, too. For example, the character 瞄 ‘pay attention, take notice’ can be decomposed into the semantic component 目 ‘eye’, and the phonetic component 采 ‘pick’. This phonetic component is itself a character that can stand alone, which, according to Harbaugh (1998), consists of two semantic components: 爪 ‘claw’ and 木 ‘wood, tree’, which both relate semantically to the action of picking. Such a combination of semantic components is less transparent than in the case of 氵 ‘water’ as a semantic component of 沐 ‘wash’. Sometimes the same component may play both a semantic and a phonetic role. For example, the character 娶 ‘take a wife, marry a woman’ can be decomposed into the semantic component 女 ‘woman’, and the component 取 ‘to take, to fetch’. The latter component has both a
semantic and a phonetic role in this case.

The character 采 ‘pick’, when used as a component of 睬 ‘pay attention, take notice’ is a “black box”. That is, it is there to indicate pronunciation, and its internal structure is not relevant in the analysis of 睬; the only thing that matters in this context is the fact that it is pronounced ㄔ ī. In other words, even though 木 is a component of 采, there is no reason to regard it as a component of 睬, unless we are doing a purely graphical analysis. Another example of this very frequent situation is 张 ‘stretch, extend’ being used as a phonetic component of 涨 ‘rise, go up’; the structure of the former is not relevant in the analysis of the latter.

When a standalone character is used as phonetic component, it often indicates its own pronunciation. This is, however, not a fixed rule. There are many phonetic components that do reliably indicate pronunciation, but it is different from their own. Consider characters 都 ‘all/capital’, 賭 ‘gamble’, 堵 ‘block’. The component 者 clearly plays a phonetic role here and indicates a pronunciation similar to ㄔ ī, even though the character 者 is pronounced zhě.

The classification of components as semantic or phonetic can be done in different ways, depending on one’s aims. We are concerned with learning characters, therefore some deconstructions will be more important than others for us. Hundreds of characters that have meaning related to water contain the 氵 ‘water’ component and we can certainly consider it pedagogically important. The combination of 爪 ‘claw’ and 木 ‘wood, tree’ may serve as a mnemonic aid to remember 采 ‘pick’, but on the other hand, for some learners this character is simple enough, and can be remembered as one entity, and decomposition creates an unnecessary burden. It should also be noted that some pedagogical approaches use incorrect etymologies as an aid for remembering complex characters (a well-known example is Heisig & Richardson, 2015). This approach can be useful if the actual etymologies are not interesting enough to make a vivid association.

2.3 Development of Chinese characters and writing styles

There are several non-Sinitic languages that use Chinese characters: they make up an important part of the Japanese writing system, they are still sometimes used to write Korean and some minority languages in China, such as Zhuang, and they were formerly used to write Vietnamese. These languages have had, however, relatively little impact on the current Standard Chinese writing system.

Among the Sinitic languages, currently only Mandarin and Cantonese have standardised writing systems that use Chinese characters. In practice, other Chinese dialects are often written with the characters, too. However, they contain many morphemes that are not associated with any particular
Figure 2.1: Examples of the character 鳥 ‘bird’ in the oracle bone script (left), the bronze script (middle) and the seal script (right). The last character is the standardised small seal found in Shuowen Jiezi. Source: http://www.chineseetymology.org/

character. Different strategies are used in such cases. Depending on the situation, they may involve using arbitrary characters with a given pronunciation, creating new characters, or using Latin letters to write these morphemes.

The language that had the largest impact on the modern Chinese writing system is Old Chinese, which was spoken in third century BC when the script was standardised in the newly unified China under the First Emperor Qin Shi Huang 秦始皇. Understanding of the structure and function of the Chinese characters and the way they work requires recognition of the fact that they make up a system that was designed to write Old Chinese. After the standardisation, it remained largely unchanged and was used to write subsequent languages that eventually evolved into modern Mandarin and other Chinese dialects. Let us first take a short look at the history of the characters.

Chinese characters were written in many different ways, and several writing styles remain in use. The most important forms of Chinese characters in the ancient writing period are illustrated in Figure 2.1 and include (in chronological order): oracle-bone inscriptions 甲骨文, bronze inscriptions 金文 and seal script 篆书, further (somewhat fuzzily) divided into large seal script 大篆 and small seal script 小篆. The small seal script was the first standardised version of Chinese characters: it was imposed as the only writing standard in newly unified China after the Warring States Period by the First Emperor.

In the same period, an important simplification of the characters has been popularised. This simplified way of writing characters, the clerical script 隶書, can be traced back to the Warring States Period (Qiu 2000). However, as the unification of China involved writing many documents, this informal way of writing characters became popular among lower-level state officials. This change had enormous importance and long-lasting effects. The clerical script is the earliest script that is quite easy to understand by anyone who can read modern Chinese characters. Yin (2006, p. 3) lists four features of the simplification, also referred to as the clerical change 隶變: “1) the curved strokes in the seal script became somewhat straighter, 2) the overall number of strokes was reduced, 3) some different components were merged into one, and 4) some components were modified and simplified”. The subsequent dynasty, Han, saw the development of the clerical script
that resulted in development of several scripts: the cursive script 草書, the semi-cursive script 行書 and the regular script 楷書. The cursive script was meant for fast writing, but is not generally understandable nowadays.

Figure 2.2: The character 龍 ‘dragon’ in several old and modern writing styles. Based on https://zh.wikipedia.org/wiki/%E6%9C%AC%E5%AD%97#/media/File:Hanzi2.png

The regular script has had the strongest influence on Chinese writing and remains one of the most popular typefaces used in modern printing. Other frequently used typefaces, sans-serif 黑體 and Song/Ming 宋體 /明體 typefaces are basically variants of the regular script and all are readable by adult native Chinese. There are, however, some differences between them and it is possible for a learner to recognise a character in the typeface that they are most exposed to, but not in the others. Figure 2.2 provides an overview of the writing styles discussed in this section.

Over the years, people wrote some characters in various ways. It led into the development of variant characters 異體字, that is, characters with different shapes, but the same meaning and pronunciation. Different variants may have different geographical distribution. For example, the character 裏 ‘inside’ came to be written as 裡 and now the former variant is predominantly used in Hong Kong, and the latter – in Taiwan. In some cases, several variants may be used interchangeably. For instance, the character 臺 has a variant 台, and in Taiwan, the name Taiwan can be written as either 臺灣 or 台灣, the former being slightly more formal. Note that in some other contexts 台 may also be an independent character, not a variant character: Taishan, a city in Guangdong province, PRC is written as 台山 and never as 臺山. That is, words written with 臺 may also be written with 台 (which is, in such cases, just an alternative way of writing 臺), but words
that originally were written with 台 cannot be written with 臺 (because, in such cases, 台 is a distinct character, and 臺 is not a variant of 台).

The traditional/simplified distinction stems from another major simplification of the characters, which took place in People’s Republic of China (PRC) in the 1950s. There are many characters with different variants, and the simplification scheme chose an official variant for each of these. Moreover, many characters were simplified in a way that resembles some aspects of the clerical change, namely points 2, 3 and 4. The simplification is not regular, that is, simplification of many characters is ad-hoc, and not guided by any universal set of traditional-to-simplified conversion rules. The document that provides details of all the simplifications is the Chinese Character Simplification Scheme 漢字簡化方案. The characters that have not undergone simplification, and have the same structure since the introduction of the clerical script, e.g. 光, are called inherited characters 傳承字. The ones that have undergone simplification are called simplified characters 簡體字. The original forms of the simplified characters are called traditional characters 繁體字. For example, 馬 is a simplified version of the traditional form 马 ‘horse’. The terms simplified characters and traditional characters are extended to mean whole characters sets, with inherited characters belonging to both sets.

Apart from PRC, the simplified characters are also used in Singapore and Malaysia, while the traditional ones are prevalent in the Taiwan, Hong Kong and Macau. The following is a non-exhaustive list of different relations between traditional and simplified characters.

- **One-to-one**: There is only one traditional and one simplified character, and they have identical pronunciations and meanings.

- **Many-variants-to-one**: In the cases of characters with several variants, there is usually a many-to-one mapping between traditional and simplified characters. Sometimes one of the variants is chosen. As we have seen above, texts in traditional characters may use the character 臺 or its variant 台, and some names contain the non-variant character 台. In the simplified character texts they are always written as 台. In some other cases, the simplified character is not a variant of the traditional ones. We have seen that 裏 is a variant of 裏. However, they both are simplified as 裏, which is not a variant of either of them.

- **Many-characters-to-one**: There is also a significant number of cases several different traditional characters, which different meanings and possibly different pronunciation, are merged into one simplified equivalent. Sometimes the simplified equivalent is one of the traditional characters. The traditional character 里 means ‘li, a unit of length’, but it was merged with 裏 ‘inside’ and its variant 裏, and in
simplified character texts, all these three characters are always written 里. In other cases, the simplified character may have different shape than any of the traditional equivalents. For example, the traditional characters 发 ‘to send’ and 髮 ‘hair’ both have the same simplified equivalent: 发, which is pronounced fā when it means ‘to send’ and fà when it means ‘hair’.

- **One-character-to-many:** Finally, there are some opposite cases, where more than one simplified character has the same traditional equivalent. It may happen because the simplification scheme is applied to some characters only when they represent a particular pronunciation and meaning. For example, 徵 is generally pronounced zhēng and simplified as 徵. However, when 徵 means ‘fourth note in the traditional Chinese pentatonic scale’, it is pronounced zhǐ. In this case, 徵 has no simplified equivalent. The same applies to the character 乾, which is simplified as 千 when it is pronounced gān and means ‘dry’, and is unchanged in the simplified script when it is pronounced qián and is used to create words such as 乾坤 ‘cosmos’.

Another reason for one-to-many equivalence between traditional and simplified characters is related to regional differences in the use of the former. For example, in Taiwan, the traditional character 著 has many different meanings and pronunciations: zhe ‘ongoing action marker’, zháo ‘catch’, zhuó ‘send’, zhāo ‘chess move; trick’. In other places in China, including both Hong Kong and the mainland, the variant character 著 is and was used instead, even before the simplification. However, 著 may also mean zhù ‘write; show; marked’, and in this case, the form 著 is used in simplified writing, too. The next section provides another example of one-to-many equivalence caused by regional differences, further complicated by diachronic changes.

### 2.4 Classification and organisation of Chinese characters

Even though this thesis is concerned with the characters used in modern Chinese, we cannot assume a completely synchronic perspective and look at the characters without any consideration of their etymology. Some of the etymological information continues to influence modern readers’ understanding of the structure of the characters. For example, there are two characters: 月 ‘moon’ and 肉 ‘meat’. However, 肉 is not used as a component, and when serving as a component, 月 may mean either ‘moon’ or ‘meat’. This is a result of an orthographic change that took place during the formation of the clerical script. Therefore, the component 月 has two different functions in modern characters. Moreover, most learners of Chinese script get explicit knowledge about this distinction at some point. A completely synchronic explanation of the two functions would have to mirror
the diachronic explanation. However, it can be argued that a diachronic explanation is sufficient in such situations.

Figure 2.3: The evolution of 要 點. Grey nodes represent variant characters. Based on historical character information from Shuowen Jiezi and the Kangxi dictionary (both reprinted in Sturgeon, 2011). Modern data about Hong Kong are based on the Longman Advanced Chinese Dictionary (2003), data about Taiwan are based on MOEDict (2015) and data about Mainland China are taken from the Table of General Standard Chinese Characters (State Council 2013)

Consider differences between the traditional and simplified script. It is hard to provide a synchronic explanation of the correspondence between the words 要 ‘how’ and 要 點 ‘petty’ (as written in the traditional script in Taiwan), and their simplified equivalents 要 點 and 要 點. The character 要 點 is in no way a simplification of 要 點, in fact, the character 要 點 has not been changed in the simplification process. Moreover, 要 點 is actually a simplification of 要 點 and not 要 點。 The relation between these characters becomes understandable only after we learn that the earliest forms were 要 點

\footnote{Cf. Table of General Standard Chinese Characters (2013), an official character simplification document}
and 還，and different variants have been standardised in different places. Figure 2.3 explains their evolution in more detail. Note that even here we give a simplified picture of the situation: we only consider prescriptive data from the dictionaries and ignore several other variants of these characters. Still, this level of detail is enough to show the origins of the complicated relation between 還, 還, 么 and 么 in different scripts nowadays.

2.4.1 Organisation of Chinese characters in dictionaries

Looking at how characters were organised at different stages in history may provide some understanding of the conceptual structure that modern Chinese speakers have, which is what second language learners need to acquire. Chinese had no concept of word before the beginning of Western influence in the 19th century. That means that characters were seen as the basic units of the written language.

The organisation of dictionaries at different periods, described by Wang Li (2010), may indicate how the perception of the system of Chinese characters evolved. We should note that the early dictionaries had a rather limited purpose: explaining characters in the classical works from older periods, that were not understandable anymore. Erya 尔雅, the oldest surviving dictionary from 3rd century BC, was organised semantically into 19 thematic groups, such as 释器 ‘explaining utensils’ or 释鸟 ‘explaining birds’, with each group containing characters with a related meaning.

A groundbreaking change, both in the structure, as well as in contents, is found in Shuowen Jiezi 説文解字. It is a basis of much of later research on character structure, and some scholars even today continue to use it as the main source of information. This dictionary was created between 100 and 121 CE by Xu Shen 許慎, a scholar of the so-called Old Text school that supported study of classical works in their original version in the seal script. He believed that systematic study of characters will allow greater understanding of the classics. Therefore, it is a dictionary that explains the structure of seal script characters. The explanations, however, are written in the standard script of the period, the clerical script. The definitions were provided primarily as an aid in understanding how the characters formed, since a supposed original meaning of the character is provided, not necessarily the one that was found in the classics (Bottéro & Harbsmeier 2008). The most important thing about this dictionary is its unprecedented focus on character structure. It decomposed characters and interpreted their components: they were marked with 从, which indicated a semantic component, or as 声, which indicated a phonetic component. It was possible for one component to be marked both as 从 and 声. The whole dictionary was organised according to selected semantic components. It is something very different from the organisation of Erya: while Erya was organised according to actual meaning, Shuowen was organised according to one of the graphical components of the characters, which Xu Shen regarded as having a semantic value. Moreover, Shuowen popularised liu shu 六书,
a theory of six principles of character formation, that remained uncontested until the 20th century.

Shuowen Jiezi was divided into sections, one for each of the selected semantic components. These components are therefore called 部首 (literally ‘section headings’; in English they are referred to as radicals or bushou). The system of radicals has been the organising principle of the vast majority of later Chinese dictionaries up to the present day, but the radical list has been modified with time. Shuowen had 540 bushous, later dictionaries often removed the ones that were rarely used. The set of 214 radicals used in modern Chinese dictionaries was introduced in the Zihui 字汇 dictionary (published in 1615), but they were greatly popularised by the Kangxi 康熙 dictionary (published in 1716) and are commonly known as the Kangxi radicals.

This origin of the radicals often leads to the misunderstanding that they are the same thing as the semantic components. However, this was not true even in Xu Shen’s time: there are a lot of entries with more than one component marked as semantic, but only one of them is chosen as the radical. Moreover, in Shuowen there is at least one case of a phonetic component being used as a radical: the character 鴨 ‘wild duck’ is listed under the radical 雉, which is presented as having only a phonetic role, and not under the semantic component 鳥 ‘bird’. This example is exceptional, and might be considered a mistake. Nevertheless, further changes distorted the system even more. For example, 姑 ‘maternal uncle’ had the radical 男 ‘male’ in Shuowen. However, in a later period 男 was removed from the radical list, and in the current system 姑 has the radical 売 ‘mortar’, which clearly plays a phonetic, and not a semantic role. Later additions also include radicals that have no meaning at all and are strokes rather than components, e.g. 丿.

Apart from that, we currently have access to earlier stages of Chinese writing than Xu Shen had, and can find cases where the etymology in Shuowen is wrong and the radicals are not actually semantic.

As we can see, radicals are arbitrarily chosen character components and their only purpose is organising written dictionaries. Therefore, we cannot equate them with semantic components. We can only speak of general tendencies. For example, most radicals play some semantic role in the character (although that role is often not clear), and they often tend to be placed on the top or on the left-hand side of other components. Different components exhibit different tendencies: e.g. the grass radical 草 is placed on the top (as in 花 ‘flower’), but the heart radical 心 is placed on the left side or on the bottom (as in 愉 ‘pleased’ or 想 ‘think, miss’). Sproat (2000) wrote a set of rules for proper placing components, and found that it works with 88% accuracy on 2588 frequent characters, which means that the remaining 12% had to be specified manually as exceptions. So in general, there is no unambiguous way of finding out which element of an unknown character is a radical and for this reason they are not even suited well
to their primary role: facilitating dictionary look-up. It is therefore not surprising that their use is diminishing as more people start using electronic dictionaries, which allow unknown characters to be written directly.

The third major group of dictionaries organised characters according to their pronunciation. It was the method employed in rhyming dictionaries, such as Qieyun 切韻. It was created in 601 CE and recorded the language which is now called Early Middle Chinese\(^3\) and, according to Pulleyblank (1991), is the earliest stage of spoken Chinese that can be systematically reconstructed. This dictionary shows us how the phonology of Chinese was perceived by the Chinese themselves before the contact with Western linguistics in the late 19th century. The pronunciation was indicated in terms of other characters, using the so-called \textit{fanqie} 反切 method. An entry in this dictionary consists of four characters: headword onset rhyme 反, and has the following interpretation: the first character should be pronounced with the onset of the second character and the rhyme of the third character. The character 反 marks the end of an entry. For example, "東德紅反" indicates that the headword 東 should be pronounced with the onset of 德 [tak] and the rhyme of 紅 [yuŋ], that is, as [tuŋ]\(^4\). In Chinese linguistics, syllables have never been analysed in terms of phonemes; the onset and rhyme (called \textit{initial} and \textit{final}, respectively) were the lowest level of phonological analysis.

We can conclude that there were three general ways of organising characters in dictionaries: according to their meaning, according to their graphical form and according to their pronunciation. The characters were grouped by their meanings in the earliest surviving dictionary, Erya. Grouping according to pronunciation was introduced latest, and was used in rhyme dictionaries. Shuowen Jiezi, which was primarily an etymological dictionary, introduced grouping by arbitrary graphical parts of characters, radicals. Despite the flaws of this system, it is the one that has been used most widely.

The three aspects that were used for organising characters (graphical form, meaning and pronunciation) are all important from the perspective of the learner. In the next subsections we will look deeper at the graphical form of Chinese characters and its complicated relationship with both pronunciation and meaning.

\subsection*{2.4.2 Six categories of Chinese characters (\textit{liu shu})}

Even though \textit{liu shu}, the theory popularised by Xu Shen, until recently remained uncontested as a theory of dividing of Chinese characters into six categories, there was no agreement as to how individual characters should be classified. Even though the principles of \textit{liu shu} were described in Shuowen Jiezi, the dictionary itself did not classify each headword. The definitions of the categories were ambiguous and left much room for disagreement by later scholars. There are the following categories in \textit{liu shu}: 指事 (simple ideographs), 象形 (pictographs), 會意 (compound ideographs), 形

\(^3\)There is no agreement on what variety of Early Middle Chinese is recorded in Qieyun.

\(^4\)Reconstructed pronunciations after Pulleyblank (1991)
(semantic-phonetic compounds), 轉注 (zhuanzhu, discussed below) and 假借 (phonetic loans).

Simple ideographs and pictographs are what we called simple characters earlier in this chapter, that is, the ones without any subcomponents. The name 指事 means ‘indicate things’ and is generally used to describe characters that show abstract entities such as 上 ‘above’ and 下 ‘below’. The name 象形 means ‘resemble form’ and is used to describe characters that are direct depictions of an entity, such as 木 ‘wood, tree’. Qiu (2000) points out that the distinction between the two is often blurry and there is no agreement between scholars about exact boundaries of these two categories.

Semantic-phonetic compounds make up the largest category. Getting sound information from semantic-phonetic compounds is not straightforward. Chen Zhiquan (2009) notes that in only about 20% of 7000 most popular semantic-phonetic compounds have exactly the same pronunciation as their phonetic indicator. However, according to Zhao (2005), characters were only loaned to represent words that had identical pronunciation at that time. On the other hand, Qiu (2000) allows that a frequent graph with a similar pronunciation might have been preferred to a rare graph with exactly the same pronunciation. He also mentions two other reasons for the mismatch between pronunciation of characters and their phonetic indicators: identically pronounced words may diverge over time due to diachronic changes and identical words in one dialect may have two different pronunciations in another one. Therefore, when a character is used as a component in semantically unrelated words, we can expect the reason to lie in phonology – at some point in time, in some dialect, they were pronounced at least similarly, if not identically.

Some phonetic loans are used only in their loaned meaning. For example, the character 不 was originally a pictograph of a calyx of a flower. However, it was borrowed as a word for ‘not’ (which presumably had identical pronunciation at that time), and after some time is stopped being used as a character for ‘calyx’. It is, however, not necessary for the original usage to cease. The character 花 ‘flower’ has 花 as the phonetic component, and the 艹 ‘grass’ radical as the semantic component. It is, however, also used in modern Mandarin as the word ‘to spend’, as in 花 money. As Qiu (2000) points out, even though it looks the same as the character 花 ‘flower’, we cannot analyse it in terms of semantic and phonetic components, we should rather say that 花 ‘to spend’ as a whole is a phonetic loan from 花 ‘flower’, borrowed only for its sound.

Zhuanzhu is the most unclear category of liu shu. Qiu (2000) writes: “Of all the names assigned to the six principles of writing [liu shu], the surface meaning of the term zhuanzhu is the murkiest. The description of the zhuanzhu given in the Shuowen’s postface is also insufficiently clear”. Qiu goes on to list 9 interpretations of this category that have been proposed throughout history, which vary widely. According to some, only a handful characters would belong to this category, according to others, the vast
majority of characters would be categorised as *zhuanzhu*. He concludes that Chinese characters can be described without referring to this category at all.

Compound ideographs have an internal structure, but all the components are used to indicate meaning. Several rules of formation of compound ideographs have been proposed. For example, the meaning of a character may be formed from the common attribute of referents of its components. According to Chen Zhiqun (2009), this is the traditional interpretation of the character 明 ‘bright’, composed of 日 ‘sun’ and 月 ‘moon’, which share brightness as a common attribute. There is also another subtype, compound ideographs that contain components that can be read as if it was a phrase. A typical example of such a character is 鬚 ‘crooked’. Clearly, it is a combination of 不 ‘not’ and 直 ‘straight’. Note that the modern pronunciation of the character has nothing to do with the pronunciation of its components.

However, Chen Zhiqun argues that most characters formed according to these rules are relatively late creations, created or reinterpreted to fit the already existing *liu shu* theory. She argues that a large part of traditionally defined compound ideographs are actually *complex pictographs*, which will be explained in more detail in the next subsection.

### 2.4.3 Three categories (*san shu*) and three stages of development of Chinese characters

In the 20th century scholars became more open about the deficiencies of *liu shu*. Tang Lan (1979, quoted by Qiu 2000, p. 163) wrote: “What do the six principles tell us? First, there were never any clear-cut definitions; each person could come up with his own interpretations. Second, when the six principles were used to classify characters, it usually was impossible to determine which category each character should be placed in. In the light of these two points alone, we should neither place all our faith in the six principles nor fail to seek other explanations.” There were several attempts to provide a better classification system. At least three scholars (Tang Lan 1979, Chen Mengjia 1988, Qiu Xigui 2000) created each their own *san shu* 三書, systems of three categories. Here we will look at the latest *san shu* system, proposed by Qiu (2000), which divides characters into *semantographs* 表意字, *phonograms* (sic) 形聲字 and *loangraphs* 假借字.

The categories of loangraphs and phonograms are more or less equivalents of phonetic loans and semantic-phonetic compounds from the *liu shu* theory, while the rest is generally classified as semantographs. To see why these three categories are much more natural we need to look at the process of formation of Chinese characters, which was better understood after the excavation of oracle bone inscriptions in the 20th century. Again, at least three scholars suggested that Chinese writing was created in three distinct stages (Chen Mengjia 1988, Boltz 1994, Chen Zhiqun 2009). Their descriptions of these stages are, however, quite different. We shall look at
Chen Zhiqun’s proposal, who argues that it is an improvement over the other two. Chen Zhiqun’s three stages are: the pictographic stage, the multivalent stage and the determinative stage.

In the pictographic stage, the character depicted the referent directly. It was not limited to concrete nouns, such as 人 ‘foot’, 人 ‘person’, 女 ‘woman’, 子 ‘child’ or 木 ‘tree’. Words describing actions or states got pictographs that showed a prototypical situation illustrating a given action or state. For instance, the character for 足 ‘go out’ showed a foot stepping out of a pit, the character 从 ‘to follow’ showed two people, one after another, the character ‘to give birth’ showed 子 ‘child’ under 女 ‘woman’ and the character 上 ‘above’ showed a short line above a longer one. Even though they would traditionally be put into three different classes: pictographs (‘foot’, ‘person’, ‘woman’, ‘child’, ‘tree’), compound ideographs (‘go out’, ‘follow’, ‘give birth’) and simple ideographs (‘above’), Chen Zhiqun (2009, p. 262) points out that they all can be called pictographs, because “they were invented the same way: as simple depictions of the best exemplar [of an object, state or action], with a distinctive feature highlighted”. Chen Zhiqun also points out that the depiction was schematic, and some of the features were highlighted either because they were highly relevant to the described object, state or action, or in order to differentiate the character from other characters with similar shape.

Even though we may formally divide a character such as 从 ‘to follow’ into two components (人 ‘person’ + 人 ‘person’), semantically it is indivisible: it is a depiction of a person following another, and therefore of the verb 从 ‘to follow’. In other ways, its meaning is not compositional: it does not come from the meaning 人 ‘person’ combined with another meaning 人 ‘person’.
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Figure 2.4: Examples illustrating the three stages of development of Chinese characters, according to Chen Zhiqun (2009). Stages occurred independently for every character, so the forms of characters grouped in each of the stages did not necessarily occur simultaneously.

---

5For the sake of simplicity, the characters in this sections are presented in their modern form, even though we talk about their development in the past. This should not be a problem, since we are concerned with the arrangement of character components, not their exact shape. The characters in this section are not glossed with their modern pronunciation, since it is irrelevant from the historical perspective.
The development of characters through the three stages presented in Figure 2.4 uses two examples provided by Chen Zhiqun (2009, pp. 278, 289). In the pictographic stage, the character 启 represented its meaning, ‘open’: it showed a door 户 opened by a hand 手. The character 止 depicted a foot 止 marching towards a destination and meant ‘to go on a campaign’.

In the second, multivalent stage, two different processes took place: meaning extension and phonetic borrowing. The character 启 ‘open’ can serve as an example of meaning extension: according to Chen Zhiqun (2009, p. 278) it started to be used to signify ‘unclouded’ as an extension of ‘opening (the cloud to reveal the Sun)’. Phonetic borrowing took place in the case of the character 止, which originally depicted a foot 止 marching towards a destination and meant ‘to go on a campaign’. It was borrowed to write the word for ‘first month’, which had the same pronunciation; thus, it became a loangraph. Meaning extension and phonetic borrowing are superficially similar, as they both caused appearance of characters with multiple meanings. The difference between the two is, however, important: the former led to the creation of polysemes, while the latter led to the creation of homographs.

In the third, determinative stage, writers started marking differences between some of the polysemes and homographs created in the multivalent stage. For example, the 日 ‘sun’ component was added to the character 启, to mark the meaning ‘unclouded’, as opposed to ‘open’. The 止 ‘road’ component was added to 止 to form 徵 and mark the original meaning ‘go on a campaign’, as opposed to ‘first month’ (which became the only meaning of the original 止). This led to creation of compound ideographs: the new character 徵 ‘unclouded’ got two components (啟 ‘open’ and 日 ‘sun’), and its meaning became compositional: it signifies that it is one of the extended meanings of ‘open’, the one that is related to (opening the clouds to reveal) the sun. Similarly, the new 徵 ‘go on a campaign’ has two components: 止 ‘road’ and the original sign 止 ‘go on a campaign’. Phonograms were also created in the third stage: it happened when a semantic component was added to a loangraph, that is, to a character whose form was not related to its meaning and which was borrowed only for its sound value.

Chen Zhiqun also notes that some characters underwent only two stages, without the multivalent stage: even if no meaning extension nor phonetic borrowing took place, a character was sometimes given an additional determinative component, by way of analogy to other characters in its semantic field. For example, the characters 至 ‘go to meet’ and 交会 ‘encounter, meet’ were given the determinative 丘 ‘go’, and formed 逆 and 逅, which have the same meanings. Unlike in the previously discussed cases, the additional component was not needed to differentiate meaning, but it was added under the principle of analogy to other semantically related characters with this component. The original versions of the characters (至 and 交会) simply ceased to be used. It should be noted, however, that 至 is has continued to serve as a phonetic component in other characters.

Most characters discussed in this section belong to Qiu Xigui’s category of semantographs. According to Chen Zhiqun, a large part of this category consists of pictographs: simple pictographs such as 人 ‘person’,
or complex pictographs such as 从 ‘follow’, which are semantically non-compositional, even though they do consist of two or more graphical components. Pictographs were written as prototypical examples of an item or situation in question. They had their features highlighted, especially those that made it possible to distinguish it from similar characters. Other semantographs can be called compound ideographs, because they have been constructed out of existing characters, and their meaning is a function of meaning of the components.

Going back to the san shu classification introduced at the beginning of this subsection, we can now link each of its three categories with different character histories. Loangraphs are characters that were borrowed for their sound in the multivalent stage and remained unchanged in the determinative stage. Phonograms are characters that were borrowed for their sound in the multivalent stage and got a determinative component in the determinative stage. Finally, semantographs are characters that either weren’t changed in the multivalent stage or underwent meaning extension. Semantographs that did not change in the determinative stage are pictographs (simple or complex, depending on the number of graphical components in the original character). Semantographs that did get a new component in the determinative stage are compound ideographs.

2.4.4 Later construction and reinterpretation

The aim of the three-stage theory is to account for the development of the earliest Chinese characters from oracle-bone inscriptions to their present form. The categorisation based on this theory can be used to classify the majority of modern characters. There are characters that were directly created as semantic-phonetic compounds, by way of analogy to existing phonograms, but they do not pose categorisation problems: we can interpret them as being already in the determinative stage. However, there are characters created in later periods that consist of semantic components and were created or reinterpreted according to different principles than the ones of the three-stage theory.

Components that were used for their meaning, rather than depicting something directly, became more common around the Warring States period (Outlier Dictionary 2016), which overlaps with the periods of the bronze inscriptions and the seal script. This led to an invention: some of the characters created in the later periods contained only meaning components. The above-mentioned 墙 ‘crooked’ is one such later creation that does not conform to the three-stage theory. Its two parts, 不 ‘not’ and 正 ‘straight’ (which is another, currently the most common meaning of 正), are meaning components.

The process of reinterpretation can be illustrated by the story behind the character 明 ‘bright’, as presented by Chen Zhiqun (2009). The character 明 was originally a pictograph that meant ‘early morning’ and depicted something that was typical for the morning: the sun 日 and the moon 月 together on the sky. The meaning ‘bright’ was represented by the
pictograph 朘, depicting the moon 月 shining through a window 囧. As the result of script reforms, 明 started to be used as a variant of 朘. In the Tang dynasty period (618–907) 明 began to be used as the standard form, and the likely reason is that 明 conformed best to the 『liu shu』 theory – ‘bright’ was understood as the shared property of the sun and the moon. That is, while originally it was a semantically non-compositional pictograph depicting ‘early morning’, 明 was reinterpreted as a compound that can be semantically decomposed into 日 ‘sun’ and 月 ‘moon’.

2.4.5 Decomposition of modern Chinese characters

This short overview of the history of Chinese characters presented above shows that dividing components into those with semantic function and those with phonetic function is not sufficient. Indeed, there is an important difference between the components of 从 ‘follow’, and the components of 歪 ‘crooked’, even though both of them are often classified as semantographs. 从 ‘follow’ consists of two components 人 ‘person’. However, they are not used there for their meaning, but for their form: each of them is a pictograph of a person, and only an image of two persons next to each other leads us to the meaning ‘follow’. The case of 歪 ‘crooked’ is clearly different. As we saw above, 不 is actually a pictograph of a calyx of a flower and 正 is a pictograph of a foot with a line above. Unlike in 从, the pictographs of the components are not relevant for understanding 歪. Only meanings of the components are clearly relevant: ‘not’ and ‘straight’. As we can see, the two cases are different. The upcoming Outlier Dictionary of Chinese Characters is probably the first dictionary of Chinese characters that makes this distinction.

For the purpose of this thesis we are interested in a synchronic analysis that can be psychologically plausible. However, it is unlikely there is a single analysis that would describe how all learners conceptualise components when they recognise any particular character. It stems from the fact that the structure of most characters is not as clear as in the cases of 歪 and 从.

Let us look at 徵 ‘go on a campaign’ and 正 ‘straight’ as examples.

A historically accurate analysis (based on Chen Zhiqun’s theory) would see 徵 as a compound ideograph with 正 used for its form (as it depicts a foot 歩 marching towards a destination, represented by 一) and with 徵 used for its meaning ‘road’, and reinforcing the meaning of the whole compound. On the other hand, the modern character 正 is a loangraph, and as such, does not have any internal structure – it was borrowed in the past only for its sound value. However, we cannot ignore the fact that pronunciations of 歩 and 徵 have always been related. Given that 歩 is related to the character’s meaning, and 歩 is related to its pronunciation, it looks like a typical phonogram. This is how both Xu Shen and Qiu Xigui (2000) analyse it; the latter explicitly states that the fact that most people will view such

6http://www.outlier-linguistics.com/
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characters as phonograms is more important than the actual etymology. Xu Shen, on the other hand, probably wanted to be historically accurate, but was hindered by insufficient data about character evolution available at the time of writing Shuowen Jiezi. This is probably also the reason for why 止 is indicated as the only semantic component in Xu Shen’s description of the character 正.

Historical accuracy is even less important for authors of various character teaching materials. Such materials contain information that is valuable for research, as they are likely to influence how learners conceptualise the characters. Ann (1982), too, presents 正 as a phonogram. However, his presentation of 正 is different: it is not described as a logograph, but rather as a compound, made up of 一 ‘one’ and 止 ‘stop’. Its meaning ‘straight, right’ is said to derive from ‘stop at one, unite at one’, which can be considered a folk etymology. Even though both Ann and Chen decompose 正 into 一 and 止, the former claims that 正 combines meanings of these elements (‘stop at one’), while the former claims that 正 is a combination of their forms (depicting a foot marching towards a destination).

Some learning materials decompose characters in a way that cannot even be called folk etymology, as it is clear that its only purpose is serving as a memorisation aid. For example, Heisig & Richardson (2015) associate 彳, 一 and 止 with ‘queue’, ‘one’ and ‘footprint’, while Matthews & Matthews (2007) associate them with ‘step forward’, ‘unicorn’ and ‘stop’, respectively. They both go on to present stories that combine these elements in a way that can serve as a mnemonic for real meaning and pronunciation of the characters.
We can see that it is impossible to predict and model different ways a learner may analyse a character and conceptualise its components. We can note, however, that memorisation aids are used only to commit characters into long-term memory, and after several repetition of the character, its mnemonic can be safely forgotten. Therefore, their influence on how characters are processed in the long run is probably not big. On the other hand, there are patterns that, even if they are not taught explicitly, get entrenched every time a character is processed. For example, consider Table 2.1, which lists some frequent characters containing the component 皿 (compiled from Matthews 2004 and Ann 1982). We can see that meanings of the characters in the first two rows are semantically related to concepts such as ‘contain’ and ‘container’. The characters in the last two rows, which have 监 as their component, exhibit phonetic similarity: they are all either pronounced  jian or lan (with various tones). In characters such as 监 the component 皿 ‘container’ is used for its meaning, while in characters such as 监 the component 皿 is used for its sound. Note that the words 监 ‘supervise’ and 监 ‘scrutinise’ are related: the character 监 was given a semantic component in the determinative stage to mark a specific meaning of the polysemous word 监. However, just like in the case of 监 ‘go on a campaign’, which was discussed above, the clear phonetic pattern is likely to cause reinterpretation of this character as a phonogram.

There is no reason to assume that components can only have a single role. In the case of 监 and 监 we have only two characters with the same component and meaning, so the possible pattern is not very entrenched in the learner’s mind. But in the case of 监 ‘basket’ we have two clear patterns. The character shares the component 监 with similarly pronounced characters, 监 and 监. At the same time, it shares the component 皿 with other characters semantically related to containers, such as 監 ‘dish, tray’ and 監 ‘box, case’. Despite that 皿 is graphically a part of 监, both patterns are relevant and should be taken into account.

Semantic and phonetic patterns, such as the ones described above, are quite frequent: Guder-Manitius (1998) identified 122 components that are shared by semantically related characters and 683 components that give some indication about how the character is pronounced. Therefore, it is likely that learners will take advantage of such patterns, consciously or unconsciously, regardless of whether they were explicitly taught to notice them.

But how about the character 监 itself? Etymologically, 皿 in 监 depicts a container with water, while the top of the character depicts a person using the container as a mirror to inspect his or her face (Outlier Chinese Dictionary 2016). The component 皿 is not used for either meaning or sound here, it is used for its form: it is an iconic depiction of a container with water. Alone, it has nothing to do with the meaning of 监; it only functions as a part of the scene with a person inspecting their face, and only the scene taken
as a whole is related to the meaning of the character. As we can see, the
use of components for their form is idiosyncratic, and while the etymology
may help to memorise the character, for our purposes it is indistinguishable
from other, historically inaccurate mnemonics. Moreover, perhaps apart
from few simple cases, such as 从 ‘follow’, the use of components for their
form is unlikely to be noticed by the learner, unless taught explicitly.

We can conclude that use of components for their form is pedagogically
relevant, as it can both help to remember the character and provide
information about the development of Chinese script, which gives a better
understanding of how it works as a system. It is, however, hard to include
processing of form components in a general model of reading acquisition of
modern Chinese, as the way they are interpreted may vary a lot between
learners. On the other hand, the sound components and the meaning
components exhibit patterns that are likely to be relevant for any learner.

2.5 Number of characters required for text com-
prehension

A better understanding of the problem of learning written Chinese requires
us to find out the number of characters that a successful learner needs to
acquire. As mentioned in the introduction, Chinese does not have a single
official character list, such as Joyo kanji for Japanese, that would provide a
clear answer. Therefore, we will try to make an estimate based on several
such lists and a corpus character frequency analysis.

2.5.1 Official character lists and requirements

Let us first find out the number of characters that Chinese natives from
different parts of the Chinese society are expected to know. 6500 of the
characters in the List of Standard Common Characters published by the
authorities of the People’s Republic of China is said to “satisfy needs related
to publishing news, printing and editing”. That is an exhaustive list of
characters one is expected to find in a modern Chinese text, apart from some
infrequent proper names. However, only highly educated native Chinese
speakers are expected to know so many characters. Character requirements
for Chinese pupils in primary and secondary education set a much lower
limit. A corpus analysis by Xing, Shu & Li (2004) revealed 3306 different
characters in primary school textbooks (grade 1 to 6). According to the 2011
standard for the curriculum of language and literature classes in China,
students should recognise about 3000 characters at the end of the primary
school (6th grade), and by the last grade of secondary education (9th grade)
the students are required to recognise about 3500 characters. We can regard
this as a high estimate for the required number of characters for L2 learners

---

7 http://www.gov.cn/zwgk/2013-08/19/content_2469793.htm
8義務教育語文課程標準 (Standard for the Curriculum of Language and Literature
Classes in Compulsory Education), 2011 edition, Beijing Normal University Publishing
## Table 2.2

<table>
<thead>
<tr>
<th>New HSK level</th>
<th>Words (cumulative)</th>
<th>Characters (cumulative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150</td>
<td>174</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>347</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>617</td>
</tr>
<tr>
<td>4</td>
<td>1200</td>
<td>1064</td>
</tr>
<tr>
<td>5</td>
<td>2500</td>
<td>1685</td>
</tr>
<tr>
<td>6</td>
<td>5000</td>
<td>2663</td>
</tr>
</tbody>
</table>

## Table 2.3

<table>
<thead>
<tr>
<th>Old HSK level</th>
<th>Words (cumulative)</th>
<th>Characters (cumulative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>1033</td>
<td>800</td>
</tr>
<tr>
<td>Elementary</td>
<td>3052</td>
<td>1603</td>
</tr>
<tr>
<td>Intermediate</td>
<td>5257</td>
<td>2194</td>
</tr>
<tr>
<td>Advanced</td>
<td>8840</td>
<td>2865</td>
</tr>
</tbody>
</table>

of Chinese – we can certainly expect people who finished secondary school to be fully literate. The lower bound is the official definition of literacy in PRC, defined as knowledge of 1500 characters for peasants and 2000 characters for city dwellers. As we shall see, this should be regarded as an absolute minimum, very unlikely to be sufficient. We need to note that first language speakers who learn to read very often already know the words they are reading, they just do not know their written forms. This is very different from the situation of second language learners, who have a much smaller vocabulary and often do not know the words they are trying to read and therefore have much less room for context-based guessing.

There are also official word list for second language learners of Chinese – words that people taking official Chinese language exams are expected to know at different levels. They are called the HSK lists, after the names of the exams (漢語水平考試 Hányǔ Shuǐpíng Kāoshì ‘Chinese Proficiency Test’). The exams have been thoroughly changed in 2010, and there are two sets of such lists – before and after the reform. It is important to consider both lists, since the older ones contain significantly more words and characters, which reflects the fact that the highest level of the new HSK is significantly lower than the highest level of the old HSK. Tables 2.2 and 2.3 show word and character statistics for different levels.

We can see that the old HSK lists for levels up to “intermediate” contain 5257 words that consist of 2194 individual characters, the lists for levels up to “advanced” contain 8840 words that consist of 2865 characters. The lists for the highest of the new levels, level 6, contain 5000 words that consist of 2663 characters.
Another way to estimate the number of characters that one needs to learn is to look at language corpora. We can look at them in light of Hu & Nation’s (2000, cited in Koda 2005) investigation of the amount of vocabulary that is required for text comprehension. They compared the relation of vocabulary coverage (the percentage of known words in the text) to the comprehension of a text among English as L2 learners. “At 95\% coverage […] some participants comprehended the text, but most did not. At the 80\% level […] none of the sample apprehended the text meaning. […] the researchers speculated that adequate comprehension requires roughly 98\% text-word coverage” (Koda 2005, p. 58). There are reasons to believe that in the case of reading Chinese as L2 the required text-word coverage is even higher. Study performed by Hayden (2005) shows that reading Chinese causes a cognitive load that even for learners at the advanced level is significantly higher than for native readers.

We can expect that if we consider character coverage instead of word coverage, the coverage requirements for successful comprehension will be just as high, and possibly even higher. As mentioned above, Chinese words very often consist of more than one character. Even if one knows all characters in a word, one may fail to understand the word. On the other hand, one sometimes may not recognise some characters, and still be able to understand the word. We have seen examples of characters that appear in only one word, such as in 蝴蝶 ‘butterfly’. It is therefore clear that recognising only one of these characters is enough to be sure which word is written. Such words are, however, a small minority, and should be treated as exceptions. In the great majority of cases, each character is a morpheme. It is also theoretically possible to learn to recognise shapes of whole words, without learning to recognise individual characters, but this would mean ignoring all the information that comes from decomposition, so it is unlikely to be a good method. These issues will be discussed further in connection with the character-based approach to learning, now we will conclude that recognising individual characters is usually an important prerequisite to recognising words. Under this assumption, we can look at language corpora and extract the most frequent words that make up 98\% of all the texts and count the number of different characters that appear in these words. This will produce an estimate of the number of characters that one needs to know in order to read with adequate comprehension.

<table>
<thead>
<tr>
<th>Word-text coverage</th>
<th>No. characters (Chinese Internet Corpus)</th>
<th>No. characters (Sinica Corpus)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80%</td>
<td>1588</td>
<td>1864</td>
</tr>
<tr>
<td>95%</td>
<td>3663</td>
<td>3458</td>
</tr>
<tr>
<td>98%</td>
<td>4433</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4

2.5.2 Language corpora

Another way to estimate the number of characters that one needs to learn is to look at language corpora. We can look at them in light of Hu & Nation’s (2000, cited in Koda 2005) investigation of the amount of vocabulary that is required for text comprehension. They compared the relation of vocabulary coverage (the percentage of known words in the text) to the comprehension of a text among English as L2 learners. “At 95\% coverage […] some participants comprehended the text, but most did not. At the 80\% level […] none of the sample apprehended the text meaning. […] the researchers speculated that adequate comprehension requires roughly 98\% text-word coverage” (Koda 2005, p. 58). There are reasons to believe that in the case of reading Chinese as L2 the required text-word coverage is even higher. Study performed by Hayden (2005) shows that reading Chinese causes a cognitive load that even for learners at the advanced level is significantly higher than for native readers.

We can expect that if we consider character coverage instead of word coverage, the coverage requirements for successful comprehension will be just as high, and possibly even higher. As mentioned above, Chinese words very often consist of more than one character. Even if one knows all characters in a word, one may fail to understand the word. On the other hand, one sometimes may not recognise some characters, and still be able to understand the word. We have seen examples of characters that appear in only one word, such as in 蝴蝶 ‘butterfly’. It is therefore clear that recognising only one of these characters is enough to be sure which word is written. Such words are, however, a small minority, and should be treated as exceptions. In the great majority of cases, each character is a morpheme. It is also theoretically possible to learn to recognise shapes of whole words, without learning to recognise individual characters, but this would mean ignoring all the information that comes from decomposition, so it is unlikely to be a good method. These issues will be discussed further in connection with the character-based approach to learning, now we will conclude that recognising individual characters is usually an important prerequisite to recognising words. Under this assumption, we can look at language corpora and extract the most frequent words that make up 98\% of all the texts and count the number of different characters that appear in these words. This will produce an estimate of the number of characters that one needs to know in order to read with adequate comprehension.
Two language corpora were used to investigate this: the Chinese Internet Corpus, containing texts downloaded from Internet, with 90 million words, compiled at University of Leeds (Sharoff 2006), and Taiwan-based Academia Sinica Balanced Corpus of Modern Chinese (Huang & Chen 1992). The results are summarised in Table 2.4.

Since the Chinese Internet Corpus contains texts that have been automatically downloaded from Internet, it is not clear if it is balanced, and it is hard to assess to what degree it reflects what a typical learner reads. The Sinica Corpus is a better source, as it was designed to balance different genres. Texts in the corpus are divided into 6 categories: philosophy (8%), science (8%), society (38%), art (5%), life (28%) and literature (13%). From this corpus it is only possible to extract character statistics for 80% and 95% word-text coverage. We can see that the numbers for both corpora are quite similar. One can, however, argue that the numbers we obtained are too high for estimates of characters that need to be learnt. The composition of the Sinica Corpus lets us assume that many of its texts may be hard to understand to many native Chinese speakers.

It must be noted that knowing these characters is a necessary condition (given the assumptions about the representativeness of the texts in the corpus, the required text-word coverage and the need to know all the characters in each word), but is not a sufficient one. Meanings of many multi-character words, although usually related to the meanings of the individual characters they consist of, often cannot be guessed, and need to be learnt by heart. Nevertheless, meanings of individual characters may serve as cues that facilitate remembering words.

We also need to account for the fact that both simplified and traditional characters are in use nowadays, and most educated native speakers of Chinese can read both. If we assume that a successful learner should have this ability too, the number of characters that need to be learnt will rise significantly. There are 2236 characters in the official, non-exhaustive simplification tables that contain simplified-traditional character pairs. However, many of them are very rare, and unlikely to be needed in practice. A better estimate was found by cross-checking these tables with characters from HSK lists. Simplified characters that appear on these lists into were automatically converted into traditional characters, which showed that 1037 of them have traditional equivalents. As discussed in section 2.3, there is no one-to-one equivalence between traditional and simplified characters, so it is not an exact result. Nevertheless, it is a reasonable estimate. We can conclude that a learner that has learned enough characters in one variant (simplified or traditional), needs to learn about one thousand more characters to be able to read both variants.

---

zh/簡化字總表
<table>
<thead>
<tr>
<th>CEFR Level</th>
<th>Overall Reading Comprehension</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>Can understand and interpret critically virtually all forms of the written language including abstract, structurally complex, or highly colloquial literary and non-literary writings. Can understand a wide range of long and complex texts, appreciating subtle distinctions of style and implicit as well as explicit meaning.</td>
</tr>
<tr>
<td>C1</td>
<td>Can understand in detail lengthy, complex texts, whether or not they relate to his/her own area of speciality, provided he/she can reread difficult sections.</td>
</tr>
<tr>
<td>B2</td>
<td>Can read with a large degree of independence, adapting style and speed of reading to different texts and purposes, and using appropriate reference sources selectively. Has a broad active reading vocabulary, but may experience some difficulty with low frequency idioms.</td>
</tr>
<tr>
<td>B1</td>
<td>Can read straightforward factual texts on subjects related to his/her field and interest with a satisfactory level of comprehension.</td>
</tr>
<tr>
<td>A2</td>
<td>Can understand short, simple texts on familiar matters of a concrete type which consist of high frequency everyday or job-related language. Can understand short, simple texts containing the highest frequency vocabulary, including a proportion of shared international vocabulary items.</td>
</tr>
<tr>
<td>A1</td>
<td>Can understand very short, simple texts a single phrase at a time, picking up familiar names, words and basic phrases and rereading as required.</td>
</tr>
</tbody>
</table>

Table 2.5

### 2.5.3 Correspondence to the Common European Framework of Reference for Languages (CEFR)

We have seen a rather wide range of estimates for the number of characters that a second language learner of Chinese must know in order to have adequate comprehension of texts aimed at native speakers. Table 2.5 contains definitions of reading comprehension levels defined by CEFR (Council of Europe 2001), that will let us match them with the findings about the number of characters.

The lowest estimate we have considered is about 2000, the literacy threshold for urban residents in China. Since a person who barely passes the literacy threshold can at best be considered semi-literate, the reading comprehension of such a person is probably somewhere in the A2–B1 level range. The highest estimate at about 4400, based on text corpora, shows the number of characters that are probably enough for reading texts aimed at educated native speakers, that include philosophy, science and art. This corresponds to reading comprehension at least at the C1 level.

Achieving C1 reading ability is a very ambitious goal for most learners. Even the highest level of the new HSK test (HSK6) does not test reading
ability at that level. The correspondence of the HSK levels to CEFR is the subject of a controversy: according to the official statements, HSK6 (which assumes knowledge of 2663 characters and 5000 words that use them) is at the C2 level. However, all the estimates we have made so far make it clear that somebody who can recognise only 2663 characters has no way to read at the C2 level, which requires reading skills of an educated native speaker. German Association of Chinese Teachers concludes that the actual level of HSK6 is B2\textsuperscript{10}. Our corpus study suggests that even this estimate may be too high, and more characters need to be learnt to achieve a B2 reading ability. We saw that the ability to recognise 3458 most frequent characters gives only 95\% word-text coverage of the Sinica corpus, at which only a minority of readers can comprehend the text. This suggests problems larger than “some difficulty with low frequency idioms” mentioned in the B2 level description. However, the size of different text genres in the corpus plays a big role here and a different distribution of genres might have led to a higher word-text coverage and lower character recognition estimates.

Based on all these data, we can conclude that a useful target for a learner who wants to understand majority of non-specialist texts aimed at native speakers, and wants to have at least a B2 reading ability, most likely lies somewhere between the number of different characters on the HSK lists (about 2600 for the new, and about 2800 for the old exam) and the number of characters native Chinese should know after finishing secondary education, which also gives a minimal useful word-text coverage for a wide range of Chinese texts (about 3500).

\textsuperscript{10}http://www.fachverband-chinesisch.de/sites/default/files/FaCh2010_ErklaerungHSK.pdf
Chapter 3

Psycholinguistic models of reading

The previous chapter showed that learners who want to read Chinese need to be able to recognise a very high number of graphical symbols (characters). Importantly, the structure of the symbols cannot be described by a small set of rules that would allow reliable decoding of sound and meaning associated with any given character. In order to better understand the process of reading Chinese, we will now turn to reading models. Firstly, we need a general overview of the field of second language reading, particularly word recognition. There has been very little research in the area of second language reading of logographic languages. Therefore, we will cover some general background information about the modelling of reading and some historically important models predominantly concerned with the first-language reading of English. Next, we will discuss differences between two major modern approaches to modelling reading: rule-based (represented by the Dual-Route Cascaded model) and connectionist. Since the connectionist approach is more suitable for modelling the process of learning to read, we will consider two connectionist frameworks: the Parallel Distributed Processing framework and self-organising maps. Next, we will look at the Lexical Constituency Model, which was built to model reading Chinese, and see how it differs from models of reading of alphabetic writing systems. Finally, the last section of this chapter shortly introduces the Modified Hierarchical Model, which may provide insights into how lexemes are linked into semantic information in the mental lexicon of L2 learners.

3.1 Second language reading

Koda (2005) describes processing of written words as a component process that consists of two operations: “obtaining a word’s meaning and extracting its sound” Koda (2005, p. 31). Since reading involves analysing written characters, we have three processing components: orthographic processing, phonological processing and semantic processing.

Experiments show that words are processed in different ways during reading different languages, depending on the writing system. Frost, Katz
Bentin (1987) compared word naming speed in Hebrew, English and Serbo-Croatian, and found that the naming speed was most affected by word frequency (slower for infrequent words) in the case of Hebrew, and least affected in the case of Serbo-Croatian. This can be explained by the orthographic depth hypothesis (Katz & Frost 1992), which assumes that in more transparent orthographies with direct grapheme-phoneme equivalences the phonological information is obtained directly from the graphic form, while in less transparent orthographies the word must be identified first, and only then the phonological information is obtained.

In the case of Chinese, the character is the smallest unit that needs to be identified to obtain phonological information. However, experiments suggest that for the native Chinese, the graphic form of whole words may be directly associated with meaning (Zhou & Marslen-Wilson 2000). As for second language readers, even those at advanced level, reading causes a higher cognitive load than for native speakers (Hayden 2005). The processing is therefore less automatic, and such readers are more likely to read character by character, obtaining phonological information of each character, and then grouping them into words and obtaining their meaning. We can therefore make a hypothesis that in the case of second-language readers who are used to other, non-logographic scripts, the semantic processing depends more on phonological processing than in the case of native Chinese speakers.

3.2 Reading-related variables and their effects

Before we discuss reading models, let us look at different variables that influence reading, listed by Cortese & Balota (2012). These variables were measured in behavioural studies, and one of the aims of different models is to account for effects introduced by these variables.

- **Frequency effect**: more frequent words are more quickly recognised. This is a very robust effect, confirmed by many different studies. A related variable is familiarity or subjective frequency. Word frequencies are usually taken from language corpora, but it does not account for the fact that different people encounter some words with different frequency. When conducting an experiment that uses word frequency as a variable, one may ask about perceived frequency in a questionnaire. Such a measure is obviously subjective, so its pros and cons need to be weighted.

- **Age of acquisition**: the degree of importance of this variable is controversial. Some studies claimed it is related to word recognition performance (e.g. Brown & Watson 1987). The problem, however, is that early learned words tend to be the frequent ones, and additionally the ones with higher imageability, and it is hard to separate these variables. Zevin & Seidenberg (2004) suggest that it is the cumulative frequency rather than the age of acquisition that has an effect on word naming. In other words, it is not the age at
which the word has been acquired that is important, but the number of times that the word was used during one’s lifetime.

- **Orthographic length**: naming long words requires more time than naming short words. According to most studies this effect applies mostly to low-frequency words and non-words. In the case of Chinese characters, one could hypothesise that the number of distinct components in a character is analogous to the number of letters in a word in an alphabetic language.

- **Regularity and consistency.** These two concepts are related to two types of models described below, dual-route and connectionist, respectively. Dual-route models contain grapheme-to-phoneme conversion rules that can derive pronunciation of English words such as *hint* /hɪnt/ and *mint* /mɪnt/. The word *pint* /paɪnt/ is irregular, because it cannot be pronounced using such general rules. In the connectionist models, however, there are no explicit rules, but the pronunciation is derived through analogy. In this case, words ending in -int is usually pronounced /ɪnt/, the word *pint* is therefore inconsistent. Many studies, e.g. Cortese & Simpson (2000), Jared (1997, 2002), have shown that consistency has a stronger influence than regularity on latencies.

The notions of regularity and consistency can be transferred into the context of the Chinese writing system. For example, we can note that a vast majority of characters with the component 比 are pronounced bi (their tone may vary, but this is irrelevant for this and following examples in this paragraph). There is, however, an important exception: the character 昆 is pronounced kun. Moreover, there are several characters where 昆 kun is a component, e.g. 鯤, 鯊, which are pronounced kun, too. We can therefore say that such characters are consistent, but not regular (unless we include rules that specifically deal with 昆 kun).

- **Feedback consistency**: the probability that a word pronounced in a given way is spelled in a given manner. For example, the English ending /-eun/ can be written as -one or -oan, it is therefore feedback inconsistent. The effects of feedback consistency are controversial; for example, Balota et al. (2004) found such effects both in lexical decision and naming, while e.g. Peereman, Content & Bonin (1998) found that there are no such effects when we account for word familiarity. The Chinese writing system is generally feedback inconsistent – there are usually many different ways of writing the same syllable; we can, however, observe different degrees of such inconsistency.

- **Neighbourhood size**: it can refer to the orthographic neighbourhood size, that is, the number of words that can be made from the target word by changing only one letter, or the phonological neighbourhood size – the number of words that can be made from the target word by changing only one phoneme. For example, the words
*warship* and *worship* are both orthographic and phonological neighbours, and *word* has a phonological neighbourhood that includes *work* and *ward*, while *lord* is only its orthographic neighbour. The effects of the neighbourhood are complex, and depend on the actual task and the number of neighbours.

The concept of phonological neighbourhood applies to Chinese just like to any other language. It should be noted that in the cases where a phonetic component of a character does not indicate the exact pronunciation, the actual pronunciation is often in its phonological neighbourhood, e.g. characters with the component ⼉ gong often have this pronunciation, but some are pronounced hong or kong. In the case of orthographic neighbourhood, the nearest equivalent would be the set of characters that differ in only one component.

### 3.3 Sequential bottom-up information processing models

Early models of reading were based on the view of the mind as a direct functional equivalent of a symbol processing machine, such as a computer. This view was predominant in cognitive science and related disciplines before the 1980s. Despite the clear inspiration by the computers, there was not enough computational power in that era to make computer simulations, so these models are not specific enough to make concrete calculations and predictions. However, even though these models are not in use anymore, they introduced several important concepts and influenced later models, and therefore they are worth mentioning. My description of the non-computational models follows Tracey & Morrow (2012).

The Information-Processing Model (Atkinson & Shiffrin 1968), which provides an overview of the information processing in the mind, consists of several components: *sensory memory*, *short-term (working) memory* and *long-term memory*, all controlled by executive control processes. As information from the senses reaches the sensory memory, it is processed by perception and arrives in the short-term memory. The contents of the short-term memory may be saved by the articulatory loop into the long-term memory, and retrieved later. The information is stored in the long-term memory in abstract interconnected structures known as schemata.

The above assumptions led to the development of several reading models. One of them was Gough’s (1972) model, which divides reading into several stages: first the visual system stores the input from the eyes as an iconic image, which is then analysed by the scanner, which may recognise the image as a character. It is then decoded into a phonemic representation, which contains abstract representations of sounds. When a whole word is decoded into such a representation, it is looked up in the lexicon, in order to extract its meaning.

Another early model, the Automatic Information-Processing Model (AIPM), has been proposed by LaBerge & Samuels (1974). Its components include four types of memory: visual, phonological, episodic and semantic,
which are used during reading to store, respectively, images, sounds, context and meaning. This model describes also two types of attention: *external attention*, which is determined by behaviour, such as eye movements, and *internal attention*, which, as a state of the reader’s mind and as such, is not directly observable. The latter is a key component of the model. An important aspect of attention is that its capacity is limited, more precisely, there is a limit to the amount of information that can be processed in a given time. Moreover, learning and repetition lead to automaticity: some tasks can be performed without the use of attention, which can be used for processing other information at the same time.

Similarly to Gough’s model, AIPM can distinguish different phases of reading that include decoding and extracting meaning. Samuels (1994) describes the lower performance of beginner readers as a result of necessity to switch attention between the processes decoding and comprehending. For advanced readers, these processes have been automatised and therefore their performance can be higher.

### 3.4 Top-down and interactive models

In the two above-mentioned models, the information flow is one-way, bottom-up: from the sensory input all the way to the place where the meaning is extracted. There are many phenomena that cannot be described with such models. The knowledge of the wider context often aids lower-level processing, for example, understanding the meaning of a word may help extracting its pronunciation, and understanding the context of a sentence may be helpful to determine the meaning of an individual word. This led to the development of models that stressed sequential top-down processing, such as Goodman’s (1967) model. It views reading as a “psycholinguistic guessing game”, where the source of meaning is not in the text, but in the human mind that generates hypotheses about what comes next, reading is only used to confirm the predictions (Koda 2005).

Since the early 1980s there has been a growing understanding that both directions of processing are essential: background knowledge and context influence text comprehension, but reading involves eye fixations on almost every content word, and word recognition is crucial to understanding (Koda 2005). This is further confirmed by the study mentioned in subsection 2.5.2, which has shown that successful text understanding requires about 98% of the words in the text to be already known. In Rumelhart’s (1994) Interactive Model such considerations were taken into account: this model allows non-sequential processing, with the information flowing both in the “bottom-up” and the “top-down” direction, as the readers use both information extracted from the text and their prior knowledge. Stanovich’s (1980) interactive-compensatory model additionally accounted for the fact that the relative amount of different types of processing may depend on the reader: it may be mostly top-down for a poor reader with a lot of background knowledge and bottom-up for a good reader with little background knowledge.
3.5 Modern reading models

Even in the early days of reading models, not everyone postulated sequential processing. Cortese & Balota (2012) trace the roots of modern models back to Selfridge’s (1959) pandemonium model of visual perception and Morton’s (1969) logogen model. Selfridge postulated that written text is first independently analysed in terms of basic components, such as horizontal and vertical lines, and the patterns of the recognised features are used to identify letters. This idea was further developed in Morton’s model: the logogens are word recognition devices that may have different levels of activation depending on their frequency: the more frequent a word is, the less further activation is needed to reach the recognition threshold. This allows to account for the frequency effect that was mentioned above.

The biggest problem with all the models discussed so far is that they are non-computational. They describe how various processes are supposed to work and their relation to each other, but are hard to falsify, as many of their aspects are left unspecified. Modern models, on the other hand, can be used to run actual computer simulations. This lets them make specific predictions, and if the predictions fail, they can be either adapted to new data or replaced by more robust ones.

The first computational model in the field of reading was McClelland & Rumelhart’s (1981) Interactive Activation (IA) model. It was one of the pioneering works in the field of connectionism in cognitive science. The basic building block of connectonist models are units that work according to principles similar to that of neurons in the brain. Their inputs and outputs are connected to other units, and their activation depends on their inputs. If inputs are strong enough to make the signal exceed the unit’s internal threshold value, it becomes activated and sends the activation signal to its outputs. Connectionism attaches an important role to the connections between units: they not only pass the information, but also vary their strength depending on the signal: frequent signals get transmitted with increasing strength and speed, while infrequent signals are transmitted slowly and may be ultimately inhibited. Moreover, there is a large number of connections between units, and they may form various patterns of strengthening and inhibition. These connections, even though they may turn weaker or stronger, operate according to the same basic connectionist principles.

The IA model already had the most important aspects of the modern models: it assumed processing at several levels of abstractions (visual features, letters, words, context), assumed that the processing is parallel and interactive, with top-down and bottom-up processes working simultaneously. The implemented model, however, only simulated relations between features, letters and words. McClelland, Rumelhart, Group, et al. (1986) and Seidenberg & McClelland (1989) introduced a more more general framework, called Parallel Distributed Processing (PDP). Its outline is presented in Figure 3.1. It is a model family rather than a single model. For example, the 1989 paper presented experimental results from a model that contained only phonology and orthography layers. It was followed by many others,
Figure 3.1: Parallel Distributed Processing framework described by Seidenberg & McClelland (1989)

e.g. Bullinaria (1996), Plaut et al. (1996), Plaut (1997), Zorzi, Houghton & Butterworth (1998), Harn & Seidenberg (2004). Each of them concentrated on a different aspect of reading and implemented a different subset of the structure presented in Figure 3.1.

As we can see, the PDP framework allows a bidirectional, interactive flow of information. The processing units that pass signals to each other include an orthographic processor, a phonological processor, a context processor and a meaning processor. The processors are connected to each other through hidden layers – additional sets of units that increase the number of parameters available to model, that with proper learning can make the processing more fine-grained.

PDP is not the only modern connectionist approach to modelling reading. An important feature of PDP is *supervised learning*: the model is given an item (e.g. a word) to recognise, and receives explicit feedback whether the answer was correct or not. An alternative approach uses self-organising maps (SOM), which use *unsupervised learning*: they do not receive any feedback and adapt their structure based on generalisations made from data. Both types of learning are important: people who learn to read depend on feedback to some degree, but only some part of their mistakes is actually corrected by a teacher or a peer. Most of the time they simply take the information they have and generalise them to new cases. The DISLEX model, which we will discuss later, is based on SOM and uses unsupervised learning, and therefore can be argued to be more psychologically plausible in this respect than PDP.

According to the connectionist models, the reading process is uniform and involves different activation patterns of units and their connections. Not all modern reading models, however, are based on these assumptions. A prominent example is the Dual-Route Cascaded model, presented in the following section.
3.6 Comparison of PDP and DRC models

The Dual-Route Cascaded model (Coltheart & Rastle 1994) assumes that there is a “lexical route” for processing well-known words and a “sublexical route” for previously unseen words and for the ones that have not been completely internalised. The lexical route in DRC is implemented as a connectionist model similar to McClelland & Rumelhart’s (1981) IA. The sublexical route, however, is assumed to be functionally equivalent to a rule-based, sequential process that converts orthographic representation to its phonological equivalent.

There are two main arguments supporting the DRC architecture. Firstly, it is consistent with data from some types of dyslexia. Cortese & Balota (2012) point out the differences between people with surface dyslexia and those with phonological dyslexia. The former have problems with reading out loud irregular words, especially relatively infrequent ones, but no problems with reading words with regular pronunciation, even the ones they see for the first time. The latter display an opposite pattern: if they know a word, they read it without problems, no matter how irregular it may be, but cannot read unknown words. This double dissociation is much easier to account for in a double-route architecture, such as DRC. Another argument in favour of DRC is that it accounts for a rather wide variety of phenomena that can be measured during reading experiments, such as the above-mentioned frequency effect. The 2001 version of DRC is based on data from studies of over 20 phenomena.

Seidenberg (2012) agrees with the general idea behind computational models that can make specific simulations and predictions that may be confirmed or disconfirmed by behavioural studies. However, he strongly argues against the DRC model. He provides two types of arguments. On the one hand, he argues that the data presented in favour of DRC are not so strong. On the other hand, he describes the philosophy behind PDP, and argues why the PDP family as a more promising tool for further development of theories of reading.

Seidenberg (2012) notes that the impairments supporting the DRC model are rarely observed. Supporters of DRC choose them as the most informative. It is possible that they are just extreme cases in a wide range of impairments, caused by different degrees of recovery and influenced by individual differences. In most cases there is no clear indication of the double dissociation that is one of the main reasons for supporting DRC. Sandak et al. (2012), who conducted research on neurobiological bases of reading, present similar arguments. The original neurobiological models were shaped by studies of patients with dyslexia, and lead to favouring DRC in their line of research. Currently, neuroimaging studies of healthy subjects are seen as more informative. They do indicate that there are different patterns of activation for the activities associated with the two routes of DRC. There are, however, cooperative and competitive interactions between the two subsystems. This is inconsistent with the basic assumption of DRC that the two pathways are independent. Sandak et al. conclude that PDP is a more viable way forward for modelling neurobiological phenomena in reading.
Seidenberg also argues that not all the phenomena that DRC claims to cover are modelled properly and that DRC suffers from the problem of overfitting to specific studies. For example, it accounts for the interaction between frequency and regularity measured by Paap & Noel (1991), but fails when tested on stimuli from Seidenberg, Waters, et al. (1984) and Taraban & McClelland (1987).

Seidenberg downplays the importance of comparing how well models fit into data from particular studies. Unlike DRC, which is a single model for many phenomena, there are many different PDP models, each aimed at modelling a particular subset of the phenomena. Seidenberg does not see this as a problem, arguing that the models are just tools for formulating a theory of reading, and the high number of models is only a sign that different researchers concentrated their attention on different aspects of reading. His main argument in favour of PDP is that it is an architectural framework that assumes mechanisms that are neurobiologically plausible (as they are functionally modelled after neurons) and that they account not only for observed performance of a skilled reader, but also provide a model of learning.

It can be argued that Seidenberg, the co-author of PDP, does not give a fair assessment of DRC. However, even if we disregard all other arguments, the difference related to learning is fundamental. DRC contains at its core a set of phonological processing rules and no psychologically plausible mechanism of their acquisition, with many parameters set manually. On the other hand, PDP, as all connectionist models, is intrinsically based on learning – the parameters of the model are the weights of the connections between units, and they are re-adjusted in response to the learning items. DRC may turn out to be usable in some applications that require modelling learners who already fully acquired reading skills. In this thesis, however, we are concerned with the acquisition of reading. In these circumstances, it is clear that we should concentrate on the connectionist models.

Even though learning is an integral part of PDP, this framework has primarily been meant to model skilled reading. Therefore, it is not obvious if it learns in the same way as actual learners. Nation et al. (2012) discuss that problem with regard to one of the fullest implementations of PDP by Harm & Seidenberg (2004), and list three issues. The first one is the lack of pre-training on orthography. Children usually learn to recognise individual letters before they read words that contain them. Powell, Plaut & Funnell (2006) did a similar pre-training on a PDP model, and this led to results that were more similar to the data obtained from learning children. The second problem is related to the fact that the models are taught through supervised learning: they are given a training item to recognise, and they get positive or negative feedback that indicates whether their answer was correct. Based on the feedback, the parameters of the models are changed. As mentioned in the previous section, unsupervised learning is more common in practice and therefore more realistic. The third issue with Harm & Seidenberg’s model is that it requires a very large training set: the same examples need to be repeated thousands of times. When people learn to read, however, they often need just a few exposures to a new word to learn it.
3.7 Self-organising maps and the DISLEX model

Self-organising maps (SOM), introduced by Kohonen (1989), can address some of the issues with PDP that were mentioned in the previous section. Most importantly, SOM uses an unsupervised learning algorithm, which finds structure in the input data without relying on any explicit error-correcting feedback. Another important feature of SOM is their neurological plausibility: “Not much is known about the structures underlying higher functions such as the lexicon. However, the perceptual mechanisms are very well understood, and they appear to be organized around topological maps. For example, nearby regions in the mammalian primary visual cortex respond to nearby regions in the retina” (Miikkulainen 1997, p. 334). Moreover, this model has been used to model both mono- and bilingual language acquisition (e.g. Miikkulainen 1997, Miikkulainen & Kiran 2009, Grasemann et al. 2011).

Self-organising maps take multidimensional data and organise them in a two-dimensional space of units that can be activated. In the learning process, input items are mapped into activation patterns in the output space. The input items are drawn at random, and at the beginning the activation is random as well. With time, however, similar input items begin to activate output units at similar locations.

Input data are represented with n-dimensional vectors, which may be simply represented as lists of n real numbers from 0 to 1. The crucial part
of creating a SOM model is creating an appropriate representation of input items: choosing the features (which are to become the dimensions of the space) and mapping them into numeric values. For example, a very simple model of decoding letters created by Miikkulainen (1997) maps each English letter to a number representing the relative number of black pixels in the letter’s image. That is, the letter \( M \), which has the most pixels, was mapped to 1.0, and other letters were assigned accordingly smaller numbers, e.g. \( S \), which has roughly two times fewer pixels, was mapped to 0.518519. The model was in a way like a person with a very significant sight impairment, who sees completely blurred letters, and can tell them apart only by their relative difference in darkness. Even such a simple model was actually able to differentiate written words, and group them according to their graphical similarity. For example, the model located the words BOY and BAT next to each other, while CHICKEN was placed on the other end of the map.

Learning to read does not just consist of telling letters and words apart, but also involves mapping the graphical form into pronunciation and meaning. Therefore, a reading model should contain two or more SOM, linked by associative connections. Let us look at the DISLEX model (Miikkulainen 1997), which was created to test how introducing noise to the connections may cause dyslexic and aphasic effects. As mentioned above, SOM are meant to be neurologically plausible. This makes them also suitable for simulating learning processes of healthy individuals.

DISLEX contains several maps, but only two of them are of our interest now: the orthographic input map and the semantic map. The vectors for the semantic output were generated automatically with the so-called FGREP algorithm (Miikkulainen 1993), based on what roles they could take in different semantic frames. Each of the maps is organised during learning, according to the principles presented above. Additionally, units from the orthographic input map are fully interconnected with units from the semantic map. At first, the weight of all connections are equal, but they are modified in the process of so-called Hebbian learning: if two units are activated together, the weight of their connection is strengthened (Hebb 1949). For example, the unit representing the string of letters DOG in the orthographic input map is activated together with the unit from the semantic map that represents the concept ‘dog’. Figure 3.2 presents the model after learning. It receives an input vector with numeric values of darkness of the letters D, O and G. We can see that several orthographic units are activated, but DOG is the maximally responding unit. It is linked to the concept ‘dog’, which gets the highest activation, but again, several related concepts are activated too. The closeness of units on the semantic map represents similarity of meaning, the same way as closeness on the orthographic map represents orthographic similarity. DISLEX makes it easy to account for word confusion: words that are likely to be confused will be represented as adjacent units on the orthographic and/or semantic map. Moreover, each wrongly activated unit for a given input is a sign of confusing one word for another.
3.8 The Lexical Constituency Model: a monolingual Chinese reading model

The reading models described in the previous sections were created with English, or languages with alphabetical writing systems in mind. It is important to look at a reading model that specifically takes the Chinese writing system into account: the Lexical Constituency Model, described by Perfetti & Liu (2006).

Even though in the later models the processing order is not fixed, the general assumption of most models is that pronunciations are activated at an early stage, and take an active role in extracting meaning. In the case of Chinese such an assumption is far from obvious, as this writing system makes accessing phonological information more difficult, and a direct connection between the graphical form and meaning is possible. However, Perfetti & Liu (2006) cite studies that suggest that phonological information is a part of the word recognition process. Moreover, they argue that while the phonological information is not as reliable in Chinese as in alphabetic scripts, its validity is still high enough to be useful as an aid in word recognition.

The Lexical Constituency Model, as presented by Perfetti & Liu (2006), focuses on modelling recognition of a restricted set of 204 characters, but – as the authors suggest – “can be easily expanded within its general design principles”. The model, shown in Figure 3.3, specifies 144 character components and four possible spatial relationships: “left-right, top-down, close outside-inside, or open outside-inside”. This is called the radical level. They are combined in a different way to produce the characters, whose representations are at the orthographic level. It is in turn linked to the phonological level, which represents the pronunciation of the character in Pinyin, the standard romanisation scheme used in PRC. Then, meaning is represented by 204 items, each representing the meaning of an individual
character. Each character is linked to its basic meaning, and related meanings are related to each other.

An important feature of this model is that it specifically deals with the internal structure of the characters. In the case of alphabetic systems we can expect the letters to be treated as indivisible units, but in the case of Chinese characters their structure may be important for their processing. However, Perfetti & Liu (2006) admit that they did not take another important aspect of the characters into account – their different functions. As described in previous sections, the character components may have a semantic or a phonological function, and we may expect that depending on the type, the processing may be different.

3.9 The Modified Hierarchical Model of the mental lexicon

Problems with reading are not limited to extracting phonological and semantic information that was discussed above. Languages split the perceived reality into concepts, and very often there is no one-to-one equivalence between concepts from different languages. The lack of proper conceptual structure may cause problems with reading. We will therefore now turn into models of the bilingual mental lexicon, and see what it has to say about the acquisition of concepts in different languages.

To analyse how second language learners process a language, one needs to make assumptions about the general structure of the mental lexicon. We are interested in a bilingual model that can account for the learner’s L1 and its influence over L2. We will look at Pavlenko’s Modified Hierarchical Model (MHM), which was designed to address problems with three other models (Revised Hierarchical Model, Distributed Feature Model and Shared Asymmetrical Model), at the same time retaining their strengths (Pavlenko 2009).

Figure 3.4 presents the overall structure of MHM. The upper part is concerned with the lexical knowledge: the knowledge of the words in either L1 or L2. The bottom part represents the conceptual knowledge. Concepts may be independent of words. For example, in many languages, tongue and language are expressed with the same words, even though they are clearly separate concepts for speakers of these languages, and are likely to be similar to the concepts of tongue and language that English speakers have. In other cases, speakers of different languages may have different boundaries between concepts. For example, even though the Chinese word 碗 is generally translated as ‘bowl’ and 盘 is usually translated as ‘plate’, there are objects that Chinese speakers are likely to call 盘, while native speakers of English would rather call them ‘bowl’. Some concepts may be completely missing from the conceptual store. For example, 火 is a Chinese word that describes symptoms associated with a particular condition described by Chinese medicine. It is an everyday word in Chinese, but it refers to a concept that English speakers usually do not have.
The links between L1 words and L2 words show us the possibility of lexical transfer. Jarvis (2009) divides it into lexemic and lemmatic transfer. The lexemic transfer is concerned with phonological and graphemic properties of the word in two languages. Conversely, the lemmatic transfer is concerned with syntactic and semantic properties of words. Only the latter form of transfer is likely to take place between unrelated languages (Jarvis 2009). The lemmatic transfer may have an influence on perceived lexical relations of the words. For example, the words 短 ‘short (of length)’ and 矮 ‘short (of stature)’ have clearly distinct meanings, but are likely to be associated with the English lemma short and regarded as synonymous. This kind of mediation may also have an influence on the perceived category of the word and its hypernyms.

According to MHM, we can observe both the kind of lexical transfer described above and the conceptual transfer, where L2 words might access concepts without the mediation of L1, yet the conceptual structure still uses L1 categories. Only after significant exposure to the target language, L2-specific categories can start to emerge.

We can see that L1 words and concepts play an important role before L2-specific categories are built. In the context of this thesis, the assumptions of MHM will let us create a semantic representation of the learner’s knowledge of L2 words. This representation will be a part of the model presented in the next chapters.
Chapter 4

Problem statement

This chapter begins with a summary of a pilot character recognition test that provides some information about the character knowledge of learners at different levels. It will motivate more research into character learning techniques. We will then consider several approaches to learning Chinese characters and take a closer look at one specific group: recognition-based approaches, which focus on learning to recognise characters and not writing them by hand. It is argued that given the recent widespread use of computer technology, the importance of recognition-based approaches is growing, as there are increasingly more learners who do not feel any need to learn to write by hand. However, these approaches are usually associated with individual learners, and there is little research about their consequences. We will look at how characters have been systematised by proponents of approaches that can be considered to be based primarily on recognition, and look at the important role of character components. We will then illustrate the problem of confusing characters with one another and argue that this is something that learners using recognition-based approaches may typically face. The chapter ends with questions about characters that are likely to be confused, reasons for the confusion, and more generally, about how the learner combines information about meaning, pronunciation and components of the character.

4.1 Pilot study of character recognition

In order to localise a possible plateau among learners of Chinese, a cross-sectional pilot study was performed among users of a website with an intelligent tutoring system for learning Chinese created by the author of this thesis (Kosek 2014). The users were asked to fill in a questionnaire and take a character recognition test. The questionnaire gathered information about how long one has been learning Chinese, the self-assessment of one’s Chinese proficiency, and the number of days in a week one usually has some contact with written Chinese. The goal of the character recognition test was to find an objective indicator of learners’ level. The estimation of the number of characters that they can recognise was done as follows (Kosek 2014):
The test was built using character frequency list in Modern Mandarin compiled by Da (2004). The characters were divided into groups, depending on ranking in the frequency list: characters with ranks 1-190, 191-375, 376-750, 751-1500, 1501-3000 and 3001-6000 (with each interval being roughly twice as long as the previous one). 6000 is, as noted above, an approximate number of characters highly educated native Chinese speakers usually know. The purpose of another, last group was to provide distractors, therefore it was made out of extremely rare characters, that even native speakers are unlikely to know\(^1\). The participants of the test have been presented 90 characters in random order, and asked to indicate as fast as possible whether they know a particular character. Each group was represented by a random sample of 13 or 12 characters.

The results of the test allow us to estimate the number of characters one can recognise. The percentage of recognised characters in each sample group indicates what percentage of characters in each group one can recognise. For example, if someone recognised 6 characters from the 1-190 group, out of 12, it would indicate that he probably knows about 50% characters from that group, that is, about 95 characters. Since the test subjects were extremely unlikely to really know the distractors, the number of distractors marked as recognised give an indication how likely someone was to mistakenly recognise an unknown character. This information was then used to appropriately decrease the estimate of known characters. For example, if 2 out of 12 distractors were marked as recognised, we would conclude that about 2/12 (16%) of the non-distractor characters were also marked incorrectly, and decrease the final estimate by 16%.

12 of the people who filled in the questionnaire and took the test indicated that they had been learning Chinese for at least 2 years and that they have contact with written Chinese at least once a week. We will focus on them, as only very few people can achieve fluency in any language with less than 2 years of practice or without regular contact with the language. Table 4.1 presents the data from the questionnaire along with an estimate of the number of known characters, based on the recognition test.

As discussed above, about 2000 characters is most likely not enough for comprehending texts aimed at native speakers, since it corresponds to the CEFR A2 level, or at most lower B1. The reading comprehension of the informants, apart from the last, seems therefore to be below the B2 level. Since the choice between intermediate and upper-intermediate levels in the self-assessment is not correlated with the character knowledge, it is likely to be a subjective difference in opinion what level can be called intermediate and what can be called upper-intermediate.

\(^1\)The characters that have been chosen do not belong to the most common 20992 ones that make up a block of the so-called CJK Unified Ideographs (http://www.unicode.org/charts/PDF/U4E00.pdf), established by the Unicode Consortium.
<table>
<thead>
<tr>
<th>Period of learning Chinese (years)</th>
<th>Self-estimate of written Chinese proficiency (CEFR scale)</th>
<th>Number of days in a week having contact with written Chinese</th>
<th>Estimated number of recognised characters</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>A1 (Newbie)</td>
<td>6</td>
<td>347</td>
</tr>
<tr>
<td>2</td>
<td>A2 (Elementary)</td>
<td>1</td>
<td>774</td>
</tr>
<tr>
<td>4</td>
<td>B1 (Intermediate)</td>
<td>2</td>
<td>832</td>
</tr>
<tr>
<td>3</td>
<td>B1 (Intermediate)</td>
<td>1</td>
<td>1063</td>
</tr>
<tr>
<td>2</td>
<td>B2 (Upper-intermediate)</td>
<td>4</td>
<td>1178</td>
</tr>
<tr>
<td>6</td>
<td>B1 (Intermediate)</td>
<td>1</td>
<td>1558</td>
</tr>
<tr>
<td>4</td>
<td>B2 (Upper-intermediate)</td>
<td>7</td>
<td>1779</td>
</tr>
<tr>
<td>2</td>
<td>B1 (Intermediate)</td>
<td>3</td>
<td>1846</td>
</tr>
<tr>
<td>4</td>
<td>B2 (Upper-intermediate)</td>
<td>3</td>
<td>1903</td>
</tr>
<tr>
<td>3.5</td>
<td>B1 (Intermediate)</td>
<td>2</td>
<td>2192</td>
</tr>
<tr>
<td>3</td>
<td>B1 (Intermediate)</td>
<td>1</td>
<td>2308</td>
</tr>
<tr>
<td>3</td>
<td>C1 (Advanced)</td>
<td>7</td>
<td>3106</td>
</tr>
</tbody>
</table>

Table 4.1

We can therefore conclude that most learners in this experiment experience a plateau at the intermediate stage. Even after 3 years of learning, the majority of people who attained intermediate level do not progress further, despite regular contact with the written language, and their reading comprehension does not seem to be enough to read texts aimed at native speakers with sufficient comprehension. Possible reasons and solutions to this problem will be discussed below. We can hypothesise that finding an effective method to learn to read enough Chinese characters in reasonable time would be a large step towards achieving adequate comprehension.

4.2 Character learning approaches

There are many ways character teaching approaches can be classified, Figure 4.1 presents one possibility of a partial and approximate systematisation. The word-centred approaches concentrate on teaching characters in context on words and the character-centred ones involve specific attention to each individual character, regardless of whether it represents a word, a bound morpheme or just a syllable. Traditional character-centred approaches involved learning to write by hand, but recently we can see the growing number of learners who use modern technology to type characters and therefore have much less experience with handwriting than learners in the past. This led to the development of approaches that teach recognising characters, but do not focus on writing them. One of such approaches involves learning systematic correspondences of some character components to meaning and pronunciation. The fact that these components are relevant for teaching suggests that they may play an important role in the
representation of characters in the learner’s mind. Therefore, in the next sections we will consider a particular problem that learners are often faced with, namely character confusion, and pose research questions that may lead us to better understanding the role of character components in the representation of characters.

**4.2.1 Difficulty with building the graphemic conceptualisation**

The big problem with learning Chinese characters is building graphemic conceptualisation. Sound and meaning representation can be transferred from one’s native language. They may be slightly incorrect, but it is a starting point, that can be refined as one gets more input. However, we have seen in chapter 2 that the Chinese graphemes are very different from components of other writing systems, and the lexemic transfer is therefore extremely difficult, unless the learner knows at least pronunciation of a character in question. It means that the learners, even if they use context to pick up a meaning of an unknown character, are much less likely to commit it into the memory, if they do not already recognise the components of that character. To solve this problem, one may rely less on a meaning-centred approach to learning to read, and switch a more character-centred approach, as suggested by Lam (2011). In this approach, the focus is on learning individual characters, out of context, which allows the student to pay greater attention to new characters and notice their graphical components, and link the graphemic representation to the meaning and pronunciation.

**4.2.2 Relation between reading and writing characters**

Traditionally, the character-centred approach was closely related to learning to write characters by hand. It certainly requires paying attention to the elements of the character and improves noticing of how they are built. However, learning to write takes very much time, both in the case of first- and second-language learners.

Until recently, everyone who wanted to attain a high level of proficiency
in the language had to learn to write by hand anyway. However, following
the development of computer technology, handwriting skills are less and
less useful in practice. Computer-based input methods require typing
pronunciation of a character or a word, and choosing the right one from
a list, in the case of homophones. Therefore, typing Chinese can be done
by anyone who can speak and can read. We can also look at this issue from
the perspective of second-language proficiency levels, such as CEFR. Should
they, in general, be based on what native speakers know, or on what they
actually do? Chinese natives themselves forget how to write some characters
increasingly often and this does not impair their ability to read. Moreover,
Chinese usually can write only one of the character variants (traditional or
simplified), but can read both. This shows that learning to read without
learning to write by hand is possible, and in many situations desirable.

However, it does not necessarily mean that one should not learn to write
at least some of the characters. Handwriting may be in some cases the best
method to strengthen the knowledge of some characters and to commit them
into memory. Still, such an approach clearly differs from the traditional one:
learning to write is not a goal in itself, but just a mean to attain the goal
of learning to read. The ubiquity of computer technology is very recent,
therefore there has not been enough research of this approach, and it is
not known what the best strategy is, for which characters one should learn
reading and writing, and for which ones learning to read is sufficient.

The issue of usefulness and scope of learning to write by hand is
controversial. The debate started with Xu & Jen’s (2005) article and
continues until today (Peng 2016). Bi, Han & Zhang (2009) postulate that
even in the case of Chinese reading does not depend on writing, and Allen
(2008) makes the point much stronger: “learning to write Chinese is a waste
of time”. On the other hand, Zhang & Reilly (2015) found that writing
Chinese characters facilitates their subsequent recognition.

There may be no final answer to this debate, as it may depend to a large
degree on the learner’s goals. What is important to note, however, is that
many self-learners never get to learning to write, because the communicative
tasks they are exposed to never require them to do so. Therefore, regardless
of the usefulness of learning to write, the question we should ask is: What
problems are specific to recognition-based approaches to learning characters?

4.2.3 Semantic and phonetic character components

Among teaching approaches that are focused on learning to recognise
characters, and not necessarily write them, we can distinguish two groups
(which may overlap): the first one is based on mnemonics, and the second
one is based on learning systematic correspondences between components
and pronunciation and/or meaning. As argued in subsection 2.4.5, the
mnemonics may vary a lot from approach to approach and from learner
to learner. Therefore, any representation of the characters that involves
mnemonics is very learner-specific and is hard to generalise. On the
other hand, the lists of semantic and phonetic components are relatively
constant across approaches (despite some differences), and therefore, the
representations based on these methods should not vary so much and are much more likely to be generalisable.

Ann (1982) presented a noteworthy component-centred approach by systematising 5888 Chinese characters. However, Ann’s decomposition of characters is based on traditional Chinese views on what constitutes a semantic and a phonetic component of a character. Because of diachronic changes of sound and meaning, in many cases phonetic components of the characters have lost their relation to the pronunciation, and semantic components are not related to the meaning of the character.

The above-mentioned problem has been partially solved by Guder-Manitius (1998), who analysed the semantic and phonetic components of 3867 characters. He has investigated which of the components really have some semantic or phonetic value in modern Chinese. He analyses objective features of the characters – for example whether a particular component has some common meaning or common pronunciation across different characters. This can be a starting point for the study of representation of characters in the learner’s mind.

Guder’s conclusion is that the components he found are relevant for teaching characters. Looking at it from the psycholinguistic perspective, we can ask the question: if these components are indeed pedagogically useful, does it mean that they are used to represent the characters in the learner’s mind?

We can look at lexical models as a starting point to handle this question. Pavlenko’s (2009) Modified Hierarchical Model, presented in section 3.9, postulates that phonetic and graphemic information is at the lexemic level. This model was primarily created with phonetic scripts in mind. Here we are concerned with learners of Chinese who have a language with a phonetic script as their mother tongue, and therefore we can expect that such organisation of the mental lexicon is transferred to some degree to their L2, Chinese. If a learner can guess the pronunciation of an unknown character, this phonetic information may additionally strengthen the new character in memory, therefore components that may serve as reliable phonological cues may be good candidates for early learning.

The scope of the problem of character representation is very large. In order to make it more focused, we may concentrate on one particular problem with learning, gather relevant data from the learners, and see whether the above-mentioned character features can be used to describe the data. The problem that we will now concentrate on is character confusion, which occurs when one character is mistaken for another by the learner.

4.3 Phonetic, semantic and graphemic character confusion

The problem with learning characters is not restricted to graphical complexity, that was discussed before, but also to problems with acquiring appropriate contrasts. As Saussure already pointed out, acquiring appropriate phonological and semantic contrasts is an important part of
language learning. In the case of the Chinese characters we need to additionally take graphemic contrasts into account.

Acquiring the semantic distinction between two characters may be hard, especially when the pronunciation is the same or similar, yet this is something very frequent in Chinese. For example, both 作 zuò and 做 zuò have the same pronunciation (zuò), with the former meaning ‘to write, to compose’ and the latter meaning ‘to do’. Somewhat surprisingly, the word 工作 ‘work, labour’ uses the former, not the latter, which shows that the distinction between the two is often not obvious for a learner. But even if the semantic distinction is clear, there are many cases where the characters are easy to confuse because of same or similar pronunciation and belonging to the same semantic field, as in 燕 yàn and 雁 yàn, both pronounced yàn, which mean ‘a swallow’ and ‘a goose’, respectively.

Even if both the meanings and the pronunciations are distinct, two characters may be confused because they look similar. The cases of mistaking one character for another do not seem to be directly related to the complexity of the characters, but rather to their structure and the similarity of their most salient components. An example of the graphical structure of the characters being a likely reason for confusion can be seen in the pair 豫 ‘pleased, delighted’ and 橡 ‘oak’. They are quite easy to mistake for one another, even though their meanings and pronunciations are different. A possible factor is that, despite the different pronunciations, the two characters actually share the component 象, which does indicate pronunciation in many characters: 象 ‘elephant’, 橡 ‘oak’ and 像 ‘be like’. Another factor is that the components 子 and 木, while different, are easy to confuse, especially when they are squeezed on the left-hand side of the character.

The problem with character confusion is especially likely to occur when the learner uses a recognition-based approach. Learning to write characters makes the learner more aware of individual strokes, and makes it easier to pay attention to relatively small differences. In recognition-based approaches, the learner probably pays less attention to the stroke level and begins with a more top-down approach, trying to recognise characters and their components as a whole.

### 4.4 Research questions

This chapter began with a pilot study of character recognition that showed that long-time learners of Chinese may often have problems recognising Chinese characters. Then it was argued that recognition-based character teaching approaches are becoming more popular, and therefore more research on these styles of learning is needed. The class of approaches that focus on shared phonetic and semantic components was considered as a source of data that may show phenomena that are present among many learners. A particular problem was described: character confusion, which is likely to occur when learning characters using recognition- and component-
based methods. Therefore, the goal of my study is to answer the following questions:

1. What characters are likely to be confused in the process of learning Chinese script?

2. If two or more characters are confused with one another, we may assume that they share some features or a combination of features. Which features cause character confusion?

3. What role do character components, meaning and pronunciation play in the representation of Chinese characters?
Chapter 5

Methods and data

5.1 Definition of character confusion

Let us say that we represent each character with a triple: <graphical form, pronunciation, definition>, where each element of the triple has a form that the learner is likely to encounter when learning the character. For example, a reasonable choice would be to have the graphical form represented as the picture of the character in the regular script, pronunciation represented as Pinyin romanisation, and meaning represented as a list of most common English definitions of the character taken from the learner’s dictionary. For example, the character 花 could be represented as 花, huā, "a flower/to spend (money, time)".

Let us say that we present the user with the graphical form of a character, which we will call A. Character A is confused with another character, B, if:

1. the learner CAN provide a definition that he/she believes to be associated with the character A,

2. the definition provided by the learner does NOT match the definition of the character A,

3. the definition provided by the learner DOES match the definition (or one of the definitions) of the character B.

Confusion with more than one character is possible, too. Character A is confused with a set of characters B, C, ..., if:

1. the learner CAN provide several definitions, and he/she believes that one of them is associated with the character A, but he/she is not sure which one,

2. NONE of the definitions provided by the learner match the definition of the character A,

3. the definitions provided by the learner DO match the definitions of respective members of the set B, C, ....

Sometimes, even if the learner identifies the character correctly, a kind of confusion may take place. Let us say that character A is almost confused with character B, if:
1. the learner CAN provide several definitions, and he/she believes that one of them is associated with the character A,

2. after possible hesitation, the learner chooses one of the definitions as most likely, and it DOES match the definition of character A.

For the confusion to take place, the learner needs to somehow recognise the character. There is no confusion when the definition provided by the user is correct, but there is no confusion either when the user cannot come up with any definition at all.

Note that definition is a string of English words, and it is something that only indirectly represents meaning. In the minds of learners who already have some experience with the language, the meaning of a character will likely be represented by a prototypical image of what it represents and the contexts the character has been seen in, and it may, but certainly does not have to be linked to an overt English definition. However, our primary concern here is whether the learner associates the graphical form of one character with the meaning of another character. The accuracy of the learner’s meaning representation is not relevant here. For these purposes, the representation of the meaning with English definitions is sufficient. For example, one learner may associate the above-mentioned character 花 with a prototypical image of a flower, another learner may associate it with the phrase 花錢 ‘spend money’, and yet another learner may associate it with the English verb spend. Let us suppose that these learners are asked to provide the pronunciation and an English definition of the character. Despite the different meaning representations, they will likely come up with something similar to either ‘flower’ or ‘spend time or money’. Despite that they can provide the English definitions, it may happen that they cannot to use this character in the right way in the right context. But as far as we are concerned, the definitions are good enough: no other frequent character has meaning that can be expressed in English as ‘flower’ or ‘spend time or money’, so we can conclude that the character has not been confused with any other. Conversely, if the definition provided by the learner was just ‘spend’, we could not rule out confusion with the character 過 ‘to cross / to go over / to spend (time) / to undergo / to exceed’. In this case we need to look at the pronunciation provided by the learner. If it resembles hua, there was no confusion (and the meaning that the learner associated with the character may or may not be accurate, but this is irrelevant). If the pronunciation resembles du, the confusion was likely. Finally, if the pronunciation resembles neither hua nor du, it means that the character 花 is not learnt properly, but, since there is no frequent character that can be translated as ‘spend’ and is not pronounced du or hua), there is no evidence that the learner confused 花 with another character. For similar reasons, we are not concerned with accuracy, so if a character has several meanings and the learner comes up with a definition that matches only one of them (e.g. only ‘flower’ or only ‘spend time or money’ in the above-mentioned case), we can still consider the character to be correctly recognised: it means that
the initial association between the shape and the sound and meaning has been created, even if it is not fully accurate.

As we can see, the definitions of confusion are primarily concerned with the semantic information, and pronunciation is a secondary factor. It stems from the fact that a single meaning is usually associated with one character form and one pronunciation. On the other hand, a pronunciation of a syllable is usually associated with many meanings and character forms, so even if we interpreted wrong pronunciation as a confusion with another character, it would be hard to find out which character that would be.

5.2 Data gathering

5.2.1 Diary study and self-observation

With the definition of confusion in place, we can discuss the way of gathering the data. The most straightforward way to find candidates for confusion is to list characters, and ask learners to provide their definitions. With such a method of data collection, it is hard to get more than a few dozen answers from a given learner, and only a part of them is likely to exhibit character confusion. Moreover, confusion is a dynamic process that does not occur every time, so an individual questionnaire is not very reliable if it is filled in by a learner only once. Since there are about 3000 characters we are interested in, this way of data collection requires a large number of informants, informants that are willing to fill in very long questionnaires, or that are willing to repeatedly fill in questionnaires over a relatively long period of time. This is hard to organise in practice, and another solution was therefore adopted: an introspection of my own learning, supplemented by a diary that I used to record what characters I had confused in the process of learning.

There is no consensus about definition of a diary study, in particular, whether it includes studies that involve self-observation (Matsumoto 1987). In any case, regardless of how they are called, self-observation has been employed by second language acquisition researchers to put forward important hypotheses, e.g. the noticing hypothesis (Schmidt & Frota 1986).

Diary studies have some disadvantages: they are time-consuming and may not be generalisable to other learners. Moreover, a large degree of subjectivity is involved, and this is even larger in the case of a self-observation study, where the researcher and the test subject is the same person. Despite of these limitations, self-observation may be a useful tool. It makes it possible to access data that otherwise are hard to obtain. These data are not sufficient to draw conclusions, however, they may indicate some tendencies and be useful for formulating hypotheses, which may be later tested by other means. Moreover, while the subjectivity is impossible to avoid, a well-defined format of the diary may make different entries possible to compare. Moreover, in order to be as objective as possible, repeatable parts of data analysis can be done by computer.
5.2.2 The learner’s profile

Since the data gathering is concerned with my own learning, some background information needs to be provided. I learned to write about 1000 most frequent characters during the Bachelor-level study of Chinese between 2010 and 2012. In the later period I did not practice writing, but continued to learn characters using a recognition-based approach. I learned characters in batches, grouping them by recurring phonetic components, paying attention to differences made by different semantic components. This is a typical example of a character-centred, recognition-based and component-based learning method that was described in the previous chapter. Using this method I ultimately learned 3437 characters, which covered all HSK levels (see section 2.5) in both simplified and traditional variants.

I continued to review the characters using flashcards in the mobile application Pleco\(^1\). The flashcards used spaced repetition (Woźniak & Gorzelanicyk 1994), which automatically schedules repetition of items, based on their difficulty. That is, characters that were recalled without difficulties were repeated in increasingly large intervals, while the characters that were not recalled correctly, were repeated as often as needed. An important consequence of this kind of repetition is that it significantly diminishes the frequency effects: the characters that are seen most often are not the ones that are most frequent in natural language texts, but the ones that are the hardest to remember by the learner.

5.2.3 Format of the diary

The diary has been kept for about two years and contains a log of the cases where one character was confused for another. The format of the diary is as follows:

\[ AB_1B_2\ldots B_n \]

where \( A \) is the target character that was to be recognised, and \( B_1\ldots B_n \) are the characters that were confused with \( A \). The line may contain an optional annotation (almost) which indicates that \( B_1\ldots B_n \) were almost confused with \( A \) (see definitions in section 5.1).

Moreover, the entries contain the Pinyin transcription and information about my intuition of the most basic meanings of the characters, e.g.

獲猛護 \( huo^4 \) trad ‘capture, catch’ vs \( meng^3 \) ‘fierce’ vs \( hu^4 \) trad ‘protect’

The diary contains about 2500 character pairs, which correspond to over 1500 distinct cases of confusing one character for another. If we base the research only on these data, it will have to be treated as a case study, as it is hard to predict to what degree the findings are generalisable. On the other hand, these data can also be a basis for questionnaires that can verify

\(^1\)http://www.pleco.com
whether other learners of Chinese characters tend to have a similar pattern of character confusion. Moreover, these data can be used to formulate hypotheses about how the characters are represented in the learner’s mind. In the next sections we will look at the confusion patterns in the data, their possible interpretation and the ways we can use them to build a connectionist model of character acquisition.

5.3 Confusion patterns in the gathered data

A subset of the data has been analysed and categorised according to my own assessment of the reasons for confusion; Table 5.1 presents some examples. As mentioned in the previous section, such an assessment is inevitably highly subjective, but it is a way to formulate hypotheses about how characters get confused. The analysis showed three main categories of the reasons for confusion: component similarity, phonetic similarity and semantic similarity. However, a more detailed inspection revealed that some of them have subcategories, and some cases of mixed confusion cannot be classified under any of these main categories, as shown below.

- **Component similarity/graphical similarity** may have a lot of reasons, and therefore this category has a few subcategories:

  - the same semantic component, e.g. 纟 in 續 ‘achievement’ and 纂 ‘sew’
  - graphically similar semantic component, e.g. 火 and 穴 in 炊 ‘cook’ and 饮 ‘drink’
  - semantically similar semantic component, e.g. 水 ‘water’ and 酉 ‘wine vessel’ in 浆 ‘thick liquid’ and 酱 ‘soy sauce’
  - the same phonetic component, e.g. 伺 ‘spy on; wait on; wait upon, serve’ and 饲 ‘rear; feed’
  - graphically similar phonetic component, e.g. 陡 ‘steep’ and 徒 ‘move’
  - general graphical similarity, when two characters taken as whole seem graphically similar, even though it is hard to explain it by similarity of individual components, e.g. 黨 ‘political party’ and 墨 ‘ink’

- **Phonetic similarity** takes place when the actual pronunciation of the two characters is the same or similar, regardless of whether the it is indicated by the phonetic components, for example 秤 ‘scales’ and 称 ‘weigh’.

- **Semantic similarity** takes place when the meanings of the two characters are similar, e.g. the above-mentioned 炊 ‘cook’ and 饮 ‘drink’
<table>
<thead>
<tr>
<th>Target character</th>
<th>Confused with</th>
<th>Likely reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>jí</td>
<td>zhui</td>
<td>same semantic component;</td>
</tr>
<tr>
<td>‘achievement’</td>
<td>‘sew’</td>
<td>similar pronunciation</td>
</tr>
<tr>
<td>chéng</td>
<td>chéng</td>
<td>same semantic component;</td>
</tr>
<tr>
<td>‘scales’</td>
<td>‘weigh’</td>
<td>similar meaning;</td>
</tr>
<tr>
<td>chéng</td>
<td>zōng</td>
<td>same phonetic component;</td>
</tr>
<tr>
<td>‘sublime’</td>
<td>‘ancestor’</td>
<td>similar pronunciation</td>
</tr>
<tr>
<td>chéng</td>
<td>fá</td>
<td>both characters co-occur in</td>
</tr>
<tr>
<td>‘penalise’</td>
<td>‘penalise’</td>
<td>the word 懲 罰 ‘penalise’</td>
</tr>
<tr>
<td>chóu</td>
<td>chóu</td>
<td>similar pronunciation;</td>
</tr>
<tr>
<td>‘ugly’</td>
<td>‘smelly’</td>
<td>similar meaning</td>
</tr>
<tr>
<td>chóu</td>
<td>qiū</td>
<td>similar graphical form</td>
</tr>
<tr>
<td>‘ugly’</td>
<td>‘mound’</td>
<td></td>
</tr>
<tr>
<td>chuī</td>
<td>yǐn</td>
<td>same phonetic component;</td>
</tr>
<tr>
<td>‘cook’</td>
<td>‘drink’</td>
<td>graphically similar</td>
</tr>
<tr>
<td>shī</td>
<td>tuō</td>
<td></td>
</tr>
<tr>
<td>‘carry out’</td>
<td>‘pull’</td>
<td>same phonetic component</td>
</tr>
<tr>
<td>dí</td>
<td>gēi</td>
<td>same semantic component;</td>
</tr>
<tr>
<td>‘enemy’</td>
<td>‘incident; former’</td>
<td>similar phonetic component;</td>
</tr>
<tr>
<td>dí</td>
<td>dí</td>
<td>similar pronunciation;</td>
</tr>
<tr>
<td>‘hand over’</td>
<td>‘arrive at’</td>
<td></td>
</tr>
<tr>
<td>cán</td>
<td>jiān</td>
<td>same semantic component;</td>
</tr>
<tr>
<td>‘damage’</td>
<td>‘annihilate’</td>
<td>similar meaning;</td>
</tr>
</tbody>
</table>

Table 5.1: Example confusion data with hypothesised reason for confusion
collocational co-occurrence is a special case of semantic similarity; characters in some bisyllabic Chinese words have the same meaning, or do not have any particular meaning on their own, and occur only in a specific combination, e.g. 惩罚 ‘punish’, 蝴蝶 ‘butterfly’ and 珊瑚 ‘coral’; we may classify the cases of confusion 惩 and 罚 as a confusion due to semantic and collocational similarity.

As mentioned above, there are cases that do not fit into any of the categories above. They can be categorised as likely occurrences of a mixed confusion:

- **Semantic component of the target character related to the meaning of the confused character.** For example, the character 递 ‘hand over’ contains the component 步 ‘walk’. This character was confused with the character 抵，which has several meanings that include, among others, ‘arrive’. A likely reason for confusion is that the semantic component 步 ‘walk’ seems more associated with the meaning ‘arrive’ than with the meaning ‘hand over’. Interestingly, the confusion is also likely to occur in the opposite direction: the character 抵 contains the semantic component 扌 ‘hand’, which is likely to be more associated with the meaning ‘hand over’ than with the meaning ‘arrive’.

- **Phonetic component of the target character related to the actual pronunciation of the confused character.** The confusion between 残 ‘damage’ and 瞋 ‘annihilate’ may be an example: the component 戈 suggests a pronunciation similar to jian, but 残 is pronounced cán. Therefore, the correspondence between the sound value of the phonetic component of 残 with the actual pronunciation of 瞋 makes the two characters easy to confuse.

5.4 Connectionist model of character learning

The learner data described in the previous sections come from one particular learner. The likely reasons for confusion discussed above suggest that the reasons for confusion may not be learner-specific, as they are based on quite general features of characters, such as their meaning, pronunciation, and components that can be found in several characters. The next step toward generalising the findings to other learners is to create a model that can be used to predict what characters are likely to be confused. Later, predictions of such a model can be tested against data from other learners.

Chapter 3 described advantages of using connectionist models to simulate the acquisition of Chinese characters. A study that is closest to the research goal of this thesis has been done by Xing, Shu & Li (2002). They modelled acquisition of Chinese characters with self-organising feature
maps, particularly with the DISLEX model, described in section 3.7. The present study is going to be different in a few ways. While Xing et al. use only parameters that are related to the pronunciation and the shape of a character, this study needs to include the semantic information. It is likely that similarity of meanings of two characters contributes to the likelihood of confusing them, so the information about such semantic similarity must be provided a priori. The goal of the present study is different, too: Xing et al. are interested in the accuracy of mapping from the characters’ shape to their pronunciation, while this study is concerned with mapping from the shape to the meaning, and finding out how much confusion it causes (that is, how often a shape gets associated with a meaning of another character). Finally, here we are concerned with modelling non-native speakers that can recognise, but not necessarily write Chinese characters.

Section 3.7 stressed that a proper representation of input data is crucial for the usefulness of connectionist models. In other words, we need to represent the features of Chinese characters that are important during their recognition, decoding their sound and meaning; these features should also be relevant to the process of confusion, which we are interested in. The following description discusses the initial representation. The next chapter shows that it turned out not to be sufficient and describes how the representation was improved.

Subsection 2.4.5 concluded that two types of character components are particularly important: semantic and phonetic, and referred to Guder’s (1998) list of 122 semantic components and 683 phonetic components that exhibit clear patterns in modern Chinese characters. Learning to read involves creating a mapping from the graphical forms to the meaning, with various grades of phonological mediation. In the model, the orthographic map needs to contain information about the graphical structure of characters (which includes semantic and phonetic components), and the semantic map, must have information about the meaning. Our definition of character confusion involves only meaning and not pronunciation. Therefore, representing the phonetic information in a separate map is not crucial. The DISLEX software can only use two maps in a simulation, so the phonological information can be either joined with the orthographic representation, or with the semantic representation. The orthographic map can represent characters in the form of semantic and phonetic components. If a character does not contain elements from Guder’s list, we treat it as indecomposable.

Pronunciation is represented as a sequence of a consonant, a glide, a vowel and a coda, and a tone, and different possible values are mapped into different discrete numbers in the range from 0 to 1. This can be done using the Phonological Representation Database for Chinese Characters by Zhao & Li (2009). Since we assume that the learner becomes acquainted with meanings of new characters through a Chinese-English dictionary, we can conclude, in accordance with Pavlenko’s MHM model, that conceptual access is mediated by English lemmas, presumably taken from the character’s English definition. Therefore, we can approximate the meaning representation with the representation of English words. We can use all words from the English definitions of characters in question as
the features; if the word $X$ occurs in the English definition of the Chinese character $Y$, it means that the feature $X$ of the character $Y$ is equal to 1, and otherwise it is equal to 0.

Our main goal is to model character confusion. The DISLEX model provides a psychologically plausible account of some aspects of word learning and “captures some of the physical structures underlying the lexical system in the brain” (Miikkulainen 1997, p. 356). Therefore, we can expect that a reasonable model will represent easily confusable characters as points that are close to each other on at least one of the maps. This proximity may lead to higher activation of such items when the target character is supposed to be activated, and the cases of confusion would occur when the activation becomes higher than the activation of the target character.
Chapter 6

Experiments

The present chapter describes the connectionist simulations performed with the DISLEX package, which has been adapted to the problem of training the recognition of 3437 Chinese characters that cover all the HSK levels in both simplified and traditional variants.

6.1 Lists of semantic and phonetic components

The discussion in the previous chapter made it clear that semantic and phonetic components are likely to play important roles in the representation of the characters. Deciding which components are truly semantic is not easy; for the purpose of the experiment Guder’s (1998) list of 122 components was used, as they had been shown to have a semantic value.

The phonetic components are easier to discover automatically, and a program was written specifically for this purpose. For each component it checked the pronunciation of the characters that contain it (limited to the 3437 characters that we are interested in). Some components are associated with too many different pronunciations to be useful. Others, however, indicate pronunciation quite reliably. For example, all the 4 characters that contain the component 曼 (慢, 漫, 馒 and 蕾) are pronounced man (with different tones). Guder (1998) noted that the number of pedagogically interesting phonetic components can be increased if we consider not only components associated with one specific pronunciation, but also consider

<table>
<thead>
<tr>
<th>Group</th>
<th>Pinyin</th>
<th>IPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>bilabial/labiodental stop/fricative</td>
<td>b, p, f</td>
<td>p, pʰ, f</td>
</tr>
<tr>
<td>alveolar stop/fricative</td>
<td>d, t</td>
<td>t, tʰ</td>
</tr>
<tr>
<td>velar stop/fricative</td>
<td>g, k, h</td>
<td>k, kʰ, x</td>
</tr>
<tr>
<td>alveolo-palatal affricate/fricative</td>
<td>j, q, x</td>
<td>tɕ, tɕʰ, c</td>
</tr>
<tr>
<td>retroflex affricate/fricative</td>
<td>zh, ch, sh, r</td>
<td>ts, tsʰ, ş, z</td>
</tr>
<tr>
<td>alveolar affricate/fricative</td>
<td>z, c, s</td>
<td>ts, tsʰ, s</td>
</tr>
</tbody>
</table>

Table 6.1: Grouping of the initial consonants
pronunciation variants. Therefore, following Guder, the syllables with similar initial consonants were grouped according to the place of articulation and disregarding the manner of articulation. For example, ta was grouped with da (which differ in the aspiration of the initial stop consonant), and ca with za and sa (which all begin by alveolar consonants: an aspirated affricate, an unaspirated affricate and a fricative, respectively). All the groups are presented in Table 6.1.

A component was classified as phonetic when it fulfilled the following conditions:

1. over 40% of the characters that contain this component have the same pronunciation (disregarding the tone) or a similar pronunciation, belonging to one of the above-mentioned groups (for example, treating ca and sa as equal)

2. there are at least two characters associated with the component that have the same or similar pronunciation

In this way, a list of 787 phonetic components was created.

6.2 The initial setup

The setup for the experiment consisted of two 60x60 maps, that is, with 3600 cells on each map. This size is just right for an unambiguous representation of the 3437 characters in question. The first map contained the orthographic representation of the characters (the orthographic map), and the second one contained both the phonetic and the semantic representation (the semantophonetic map). This division was made under the assumption that the graphical form must be processed first, as this is the only information available to the reader (especially when the character is presented out of context and no guessing is possible), and the phonetic and semantic representation must be activated on the basis of the graphical form. This assumption was made to keep the initial model relatively simple; as we discussed in chapter 3, it is very likely that retrieval of the semantic form is a result of an interplay of a direct connection between the graphical form and semantics, and an indirect connection mediated by phonology.

The orthographic representation consisted of three parts. Two of the parts represented components: one for the semantic component and one for the phonetic component. The phonetic component was represented by the most common pronunciation associated with it. That is, phonetic components with a different graphical form, but associated with the same pronunciation got the same representation.

However, this component representation was not enough to differentiate the possible characters. Therefore, a representation of graphical complexity was added. It consisted of three numbers. The first number was the number of strokes that the character has. It is a simple measure of character complexity. A character such as 燃 (which has 16 strokes) is likely to be graphically confused with a character with similar number of strokes, but
a graphical confusion with a character with few strokes, such as 古, is not probable.

In the previous chapter we discussed cases of confusion caused of graphical similarity of one component. Consider the case of confusion of 伏 fú ‘lie prostrate’ with 扶 fú ‘support with the hand’. They have no common components, yet the graphical similarity is a likely cause of confusion. The former character has 6 strokes, and the latter – 7. However, if we only consider the right-hand component, both have 4 strokes. We can see that considering the number of strokes of individual components may provide additional measures of similarity. Therefore, two values were added to the representation: the first one was the number of strokes in the semantic component (which in this case is 2 and 3, respectively) and the number of strokes in the remaining part of the character.

The semantophonetic map contained representation of meanings of the characters, combined with their pronunciation. The meanings were represented with the words that appeared in English definitions of the characters taken from A Chinese-English Dictionary (1995) – the assumption was that definitions of semantically related characters tend to use similar sets of words. The words had been stemmed in order to combine related word forms together, e.g. the words assume, assumed and assuming were all represented by the feature assum. Even after stemming, using every single word that appeared in the definitions would lead to an impractically high number of features. Therefore, the stop words (very frequent words with little semantic content, such as a, the) and very infrequent words were deleted from the list.

The specification of the DISLEX software package requires the features to be encoded as real numbers between 0 and 1. The representation of pronunciation was made using the Phonological Representation Database for Chinese Characters (Zhao & Li 2009), which maps each Chinese syllable into 15 real numbers, plus one more number for the tone. The same representation was used for phonetic components as they were also represented by their associated pronunciation. The semantic components were simply represented by a list of 122 numbers. The components were put in an arbitrary order and assigned numbers from 1 to 122. The first number on the list represented the presence of the first component (its value was 1 if it was present, and 0 if it was not). Most characters have only one semantic component, therefore the lists consisted mostly of zeroes, and usually did not have more than one 1. The advantage of such a sparse representation is that the arbitrary ordering of the semantic components does not have any influence on the computation of similarity, which would not be the case if we wanted to represent it, for example, with a single variable with 122 different numeric values.

6.3 Evaluation of the initial results

With the above setup, the DISLEX model was trained for 150 epochs, with each epoch consisting of self-organising of each of the two maps, and Hebbian
learning, which simulated the exposure to the characters (the concepts of self-organisation and Hebbian learning were introduced in section 3.7). Analysis of the resulting map showed that they have not changed in the last few epochs, which means that further training was unlikely to improve the representation.

The goal of the evaluation was to check whether it can predict which character pairs are likely to be confused. DISLEX is meant to provide a neurologically plausible model of reading, and therefore, if we find that confusable characters are represented close to each other on either of the two maps, the act of confusing one character for another may be explained by activation due to physical proximity.

The way the model was built was inspired by patterns found in patterns of character confusion in one learner. Since the features that have been used are quite general, it is reasonable to expect it to be applicable to more learners. Therefore, it should be ideally tested against pairs of confused characters gathered from other learners. However, such data are currently not available, and therefore the model was tested against the pairs of characters from the diary presented in the previous chapter. Even though this kind of evaluation is not ideal, it needs to be noted that the model was not directly trained using the pairs of confused characters, and they only served as a general inspiration to choose the features. Therefore, this evaluation may give an indication about the value of the model.

During the evaluation, the 1568 pairs of confused character from the diary were looked up on both maps, and the minimal distance between them was calculated. Then, 1568 character pairs were sampled from all possible combinations of characters. Histograms of the two resulting distributions are presented in Figure 6.1. As expected, we can see that among the confused pairs there are many more pairs that are close to each other than in the random sample, with the most of them within the distance of 2. However, apart from these closest pairs the two distributions look quite similar.

The evaluation of statistical significance of the difference between these distributions cannot be done with parametric statistical tests. We can see that in the case of the confused pairs the distribution is not normal. Moreover, in the evaluation we are comparing distances in a two-dimensional space, which makes the distances correlated. Therefore, the statistical significance was measured by a non-parametric two-tailed Monte Carlo permutation test, which does not require any particular statistical distribution of the data.

In order to perform the test, we assumed that the characters on the map could be permuted. That is, the location of each character representations would remain unchanged, but it would be assigned another, randomly chosen character. As a result of such a permutation, the map would contain the same 3437, but each of them could be in a position that was occupied by another character before. The null hypothesis is that our initial representation is a result of such a random permutation. If the null hypothesis was true, the mean distance between confused characters in a randomly permuted representation would sometimes have a value similar to the mean distances between confused characters in the initial representation.
Figure 6.1: Results of the initial experiment
By repeating the random permutation and calculation of the mean distances we can increase the precision of the estimate of the p-value.

The random permutation was performed 10,000 times. The mean distance between the confused characters in the initial representation was 15.53, while the mean distances of confused characters in the random permutations were distributed in the range between 20.19 and 22.69 (with the average mean 21.50 and the standard deviation 0.31), with no value equal or lower than 15.53. This lets us reject the null hypothesis with $p < 0.0002$, and conclude that the average distance between the confused characters is lower than in the case of a representation made by a random permutation.

However, even though we can be reasonably sure that the positions of the characters in the maps were not random, it does not necessarily mean that the characters that are likely to be confused are clearly separated from the ones that are not likely to be confused. In an ideal representation two characters should be close to each other (within some arbitrarily chosen distance) if, and only if, the learner confuses these two characters for one another at some point. However, the data we have do not allow us to check this quantitatively. The character pairs that were used for evaluation are just a subset of potentially confusable pairs. If a pair of confused characters is represented as two distant points, we can regard it as an inaccuracy, because we know for a fact that the two characters have been confused for one another. This would be a clear case of a false negative (a pair of characters that are regarded as unconfusable by the model, which in fact have been confused). However, if two characters are represented by points that are close to each other, and this character pair is not on the list of confused pairs, we cannot know the reason. It may be a false positive (a pair of characters that are regarded as confusable by the model, which in fact are not confusable), but it may as well be a pair of confusable characters that did not happen to occur in the data. The list of confused characters can in no way be regarded as exhaustive.

Given all these issues, a manual inspection of the orthographic map was performed. It was possible to find pairs of characters that occupied the same place, but did not seem to be likely to be graphically confused, e.g. 门 ‘gate, door’ and 夕 ‘evening’. The way the inspection was done is shown in Figure 6.2, which presents a 25x25 fragment of the map. The darker the cell is, the more characters is contains. The list on the left-hand side of the picture was obtained by clicking on the cell marked as 合. We can see a rather large number of characters, and the only thing they have in common is the semantic component 口 ‘mouth’. Several of these characters are associated with actions related to the mouth, e.g. 吞 ‘swallow, gulp down’, 吻 ‘lip, kiss’, but some of them are not, e.g. 右 ‘the right-hand side’, 串 ‘string together’. The 口 component has very different locations in different characters, so it is doubtful that its presence alone may cause two characters to be mistaken for one another. We can also see that due to the way the characters were represented, semantic components such as 扌 ‘hand’ and 亻 ‘man’ had a very large influence on how characters were grouped. Semantic components, such
Figure 6.2: A 25x25 fragment of the orthographic map after 150 epochs in the initial experiment. All the characters located in the cell marked as 合 are shown on the left-hand side.
as ⬝, ⫣ and ⫢ are usually less visually salient than other components, so we may hypothesise that the model attached too large importance to them.

An inspection of the input vectors showed that they were identical for many pairs of very distinct characters, e.g. for 吞 and 串, as well as for 门 and 夕. That is, the representation was too simple and DISLEX had no way to tell them apart. Similarly, in the case of semantophonetic map, many characters with no clear semantic or phonetic relation were represented in the same place, e.g. 汽 ‘vapour, steam’ and 狐 ‘fox’. That was, again, caused by insufficient information that would tell them apart, as the words in their English definition were infrequent enough as not to be a part of the representation.

6.4 Improvement of the representation

The 1568 pairs of confused characters have been analysed as to whether I considered them to be semantically related. The resulting lists contained 312 pairs, assessed to have similar meanings. Such a binary classification of relatedness cannot be precise. The idea, however, was to have a subset of pairs of confused characters that were more semantically related than the rest, so the presence of some possibly unclear cases should not have a big effect on that average.

The list of the related pairs was then used to test the semantic representation. Since all the representations were in the end converted to numeric values, it was possible to compute the distances between meanings of characters. The average distance between meanings of semantically related characters was not significantly different from the average distance between meanings of characters that were assessed to be semantically unrelated. It was a clear sign that the semantic representation needed an improvement.

The first step to prepare an improved experimental setup was to revise the semantic representation. It turned out that the model based on co-occurrence of words did not work well, because the definitions were in many cases very short, and definitions of words that were assessed to be related did not necessarily have similar words. A common case was that two words had clearly different meaning, but their referents belonged to the same category, e.g. 鹊 ‘magpie’ and 鷺 ‘goose’ both indicate birds, while 脖 ‘neck’ and 臑 ‘arm’ both indicate parts of the body. Therefore, the WordNet database (Miller 1995) was used to represent words in the definitions with all their hypernyms, up to very general ones. In WordNet, arm has the following hypernym list:

\[
\text{arm} \Rightarrow \text{limb} \Rightarrow \text{extremity, appendage, member} \Rightarrow \text{external body part} \Rightarrow \text{body part} \Rightarrow \text{part, piece} \Rightarrow \text{thing} \Rightarrow \text{physical entity} \Rightarrow \text{entity}
\]

The hypernyms of neck are as follows:

\[
\text{neck, cervix} \Rightarrow \text{external body part} \Rightarrow \text{body part} \Rightarrow \text{part, piece} \Rightarrow
\]
In the old representation the meanings of the characters 脖 'neck' and 臂 'arm' had nothing in common, because their definitions had no shared words. In the new representation, however, the meanings of the two characters share several features: **external body part, body part, part, piece, thing, physical entity and entity.**

Also the graphical representation was revised. It turned out that representation of characters with the phonetic and semantic components, and the number of strokes did not take many important differences into account. There are often many hundreds of characters with the same number of strokes, and many of them do not have any specific phonetic or semantic component. Therefore, the old representation was not able to distinguish between such characters. In the new representation all the components that occur in more than one character were explicitly represented, and not just the ones that have a phonetic or a semantic value.

Finally, the representation of the pronunciation of the characters was moved from the semantic map to the orthographic map. The most principled approach would be to have a separate phonetic map, but the current version of DISLEX can only simultaneously train two maps, and the decision to represent phonology on one or on the other is to a large degree arbitrary. Merging the orthography and pronunciation on one map has the advantage that the representation of the pronunciation of the phonetic component of the character and the actual pronunciation of the character can be combined. In order to achieve that, the new model does not use the Phonological Representation Database for Chinese Characters, but rather makes a separate and independent feature of each initial and each final of the syllable (merging the similar initials according to Table 6.1). For example, in the old model the character 残 had separate phonological representations of its actual pronunciation cán and of the pronunciation jian indicated by its phonetic component戋. In the new model, there is one phonological representation, and initials and finals of both pronunciations can be represented independently. In this way the new model can account for the cases mentioned in the previous chapter, where the phonetic component of one character is related to the pronunciation of the other character.

Introduction of each of the above features was preceded by testing whether it is likely to improve the model, that is, whether it makes the pairs of confused characters closer to each other, compared to the average distance between characters.

### 6.5 Results of the final experiment

In the final experiment, the DISLEX model with the new features was trained for 300 epochs, which consisted of self-organisation and Hebbian learning. The results were evaluated in different ways. Firstly, the random permutation significance test was performed. Secondly, the distance between 1568 pairs of confused characters on the resulting maps...
were compared against the average distance between any two characters. It was done to check whether characters that are likely to be confused are represented close to each other on at least one of the two maps. Finally, for each of the 1568 pairs, the representation of the first character in a pair was activated in the graphical-phonetic map and the semantic map was checked to see what item is activated as a response. If the second character of the pair was activated, it means that the model reproduced that particular pattern of confusion.

The statistical significance of the result was checked with the Monte Carlo permutation test, using the same procedure as in the case of the initial representation. The mean distance between confused characters was 12.86, which is lower than in the initial model. The mean distances between confused characters in 10,000 randomly permuted representations were all between 21.81 and 24.30. The mean of these means was 23.10, which is more than in the initial model; the standard deviation was 0.34. Again, we can reject the null hypothesis with $p < 0.0002$.

A test was also performed to check whether the new model is significantly better than the previous one. Consider moving representation of each character in the initial model by a random number of steps, vertically and horizontally. The test checked how likely it is that the new model was such a random modification of the initial model. The checks were performed with the number of allowed steps in each direction ranging from 1 to 60. Each check consisted of generating and evaluating 1,000 such random models. In all these models, the difference between the mean distance between randomly chosen characters and the mean distance between confused characters was lower than 6.36, while in the new model this distance is greater than 8.95 ($21.81 - 12.86$). This lets us conclude that the new model is significantly better than the previous one with $p < 0.002$. The comparison of the distribution of distances between confused characters and distances between all character pairs is presented in Figure 6.3 and Table 6.2. Since the total number of character pairs is very large ($3437^2 = 11,812,969$), the percentages in the last column were based on a random sample of 1568 character pairs. We can see that about 37% of the character pairs that were confused for one another are within the distance of 4, and over 56% of them are within the distance of 12. For all the characters the respective percentages are 2.3% and 20%, respectively. We can conclude that the characters that are confused are likely to be represented close to each other on at least one of the two maps.

During the evaluation of the initial model we argued that there are aspects of the representation that are hard to check quantitatively. Therefore, a manual check of the new maps was performed. We cannot predict which characters are going to be confused, but unlike in the initial representation, it was hard to find character pairs that occupied the same place, but had nothing in common and seemed unlikely to be confused. This, together with the above quantitative results, gives an indication that the model has been improved in comparison to the initial one.

Figure 6.4 shows a fragment of the map and a list of characters occupying
<table>
<thead>
<tr>
<th>Distance range</th>
<th>Confused pairs Non-cumulative</th>
<th>Cumulative</th>
<th>All pairs (random sample) Non-cumulative</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Percentage</td>
<td>Count</td>
<td>Percentage</td>
</tr>
<tr>
<td>0–4</td>
<td>578</td>
<td>36.86%</td>
<td>578</td>
<td>36.86%</td>
</tr>
<tr>
<td>4–8</td>
<td>170</td>
<td>10.84%</td>
<td>748</td>
<td>47.70%</td>
</tr>
<tr>
<td>8–12</td>
<td>135</td>
<td>8.61%</td>
<td>883</td>
<td>56.31%</td>
</tr>
<tr>
<td>12–16</td>
<td>124</td>
<td>7.91%</td>
<td>1007</td>
<td>64.22%</td>
</tr>
<tr>
<td>16–20</td>
<td>130</td>
<td>8.29%</td>
<td>1137</td>
<td>72.51%</td>
</tr>
<tr>
<td>20–24</td>
<td>100</td>
<td>6.38%</td>
<td>1237</td>
<td>78.89%</td>
</tr>
<tr>
<td>24–28</td>
<td>93</td>
<td>5.93%</td>
<td>1330</td>
<td>84.82%</td>
</tr>
<tr>
<td>28–32</td>
<td>81</td>
<td>5.17%</td>
<td>1411</td>
<td>89.99%</td>
</tr>
<tr>
<td>32–36</td>
<td>55</td>
<td>3.51%</td>
<td>1466</td>
<td>93.49%</td>
</tr>
<tr>
<td>36–40</td>
<td>42</td>
<td>2.68%</td>
<td>1508</td>
<td>96.17%</td>
</tr>
<tr>
<td>40–44</td>
<td>32</td>
<td>2.04%</td>
<td>1540</td>
<td>98.21%</td>
</tr>
<tr>
<td>44–48</td>
<td>13</td>
<td>0.83%</td>
<td>1553</td>
<td>99.04%</td>
</tr>
<tr>
<td>48–52</td>
<td>10</td>
<td>0.64%</td>
<td>1563</td>
<td>99.68%</td>
</tr>
<tr>
<td>52–56</td>
<td>5</td>
<td>0.32%</td>
<td>1568</td>
<td>100.00%</td>
</tr>
<tr>
<td>56–60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60–64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Distances between pairs of confused characters compared to randomly sampled character pairs
Figure 6.3: Results of the experiment with the improved representation
Figure 6.4: A 25x25 fragment of the orthographic-phonetic map after 300 epochs in the second experiment. All the characters located in the cell marked as 吞 are shown on the right-hand side.
the cell marked as 吞. We can see that the model predicts 吞 to be confused with 吨, 純, 頓 and 噸. The characters 吞 and 吨 not only have the common component 口, but perhaps more importantly, they have similar pronunciations. Therefore, we may expect them to be more likely to be confused than e.g. 吞 and 串, which was predicted by the previous model. However, a definitive conclusion about the scope of applicability of the present model can be made only after testing it against character pairs confused by more learners.

The last type of evaluation was done after 20, 100, 200 and 300 epochs of training, and did not show the patterns of confusion higher than 5%. This is a very low result. Given that we can see that the confused characters are represented close to each other, it is likely that such a low result is related to the way the model was trained. The training of the model has several parameters that can be chosen relatively freely, such as the number of epochs, the relation between the epochs and the neighbourhood size and the order of self-organisation and Hebbian learning. Only a few combinations of such parameters have been tested. Moreover, the learning was evaluated by activating only one cell in one of the maps, and looking at the response on the other map. Perhaps a more detailed testing procedure that checks the results of activating more cells at once can show more patterns of confusion. We can conclude that the maps can be regarded as a reasonable approximation of the representation of the graphical, phonetic and semantic information related to the characters, but the process of learning and establishing connections between the two maps requires more research and testing.
Chapter 7

Conclusion

7.1 Summary of the thesis

This thesis investigated the problems related to second-language learning of Chinese characters. Chapter 1 introduced the problem by discussing why Chinese is generally regarded as a difficult language for Western learners, and the role Chinese characters play in this difficulty. Chapter 2 introduced important information about the Chinese writing system, the evolution and the structure of the Chinese characters, and investigated the number of characters a learner should be able to recognise to facilitate adequate reading comprehension. Chapter 3 introduced several models of reading, in particular different kinds of computational models, and discussed their advantages and disadvantages. The subsequent, practical part of the thesis built on the knowledge introduced in the first part, most importantly the structure of Chinese characters, the way they relate to each other, the number of characters advanced learners need to know and the ways to model the mental lexicon and the acquisition of reading.

Chapter 4 discussed results of a pilot study of character recognition, which motivated further research into character learning approaches. It focused on recognition-based and component-based approaches and posed the following research questions:

1. What characters are likely to be confused in the process of learning Chinese script?

2. If two or more characters are confused with one another, we may assume that they share some features or a combination of features. Which features cause character confusion?

3. What role do character components, meaning and pronunciation play in the representation of Chinese characters?

The first question was addressed in chapters 5 and 6. In chapter 5 it was argued that the data may be gathered in a self-observation diary study. The results of data gathering are presented in Appendix A. Chapter 6 presented the most important contribution of this thesis: a model of character acquisition based on general features of the characters, which was
able to account for much of the confusions found in the data, and gave examples of character pairs that, according to the model, are likely to be confused for one another.

The second question was addressed in chapter 5. The analysis of the data showed a variety of patterns that may cause confusion: graphical similarity, component similarity, phonetic similarity, semantic similarity. In some cases a similarity was likely to work across different aspects of the characters: a semantic component of one character might be related to the meaning of another character, and a phonetic component of one character might be related to the pronunciation of another character.

Chapter 6 addressed the third question. We could see that the initial representation of semantic components and the pronunciation of the phonetic components provided some significant results, which means that these features play a role in character confusion. However, there were several deficiencies in the representations, which were subsequently improved in the second version of the model. The most important improvements were:

- the introduction of hypernyms into the representation of meaning;
- the introduction of recurring components that did not have any clear semantic or phonetic value;
- the merging of the representation of pronunciation of the character with the pronunciation of the phonetic component;
- the merging of the initials in the phonetic representation by disregarding the manner of the articulation.

From the above we can conclude that meaning, pronunciation and graphical components indicate closeness of the representation of Chinese characters. The character meanings belonging to the same category, as indicated by shared hypernyms, can be used as an indicator of semantic relatedness. Apart from that, the representation of Chinese characters needs to take all recurring components into account, not just the ones that have a semantic or phonetic value. And finally, the actual pronunciation of the character and the pronunciation indicated by its phonetic component both seem to play a role in the assessment of a similarity, and they are likely to be represented together.

### 7.2 Future work

The work done in this thesis can be extended in several ways:

- **Evaluation on data from more learners.** This would allow to assess the scope of applicability of the model. In particular, a future study could test the predictions of the model on groups of learners using different learning methods: component- and recognition-based, as well as more traditional methods which focus on handwriting.
• **Tests of relative importance of the model’s features.** The second version of the model performed better than the first one. However, more simulations need to be done to assess how each separate modification contributed to the overall improvement.

• **More detailed evaluation of Hebbian learning.** In the present experiments, learning was evaluated by activating only one cell in one of the maps, and looking at the response on the other map. More patterns of confusion may possibly be found if the testing procedure involves activating more cells at once.

• **Simulations with three maps.** Since each character has its semantic, phonetic and graphemic side, a model with three separate maps seems to be a good fit. It remains to be seen how interactions between three maps should exactly be modelled.
## Appendix A

### Confusuable characters

The appendix presents characters that have been confused for one another, gathered in the self-observation diary study. The first two columns present the target character and its pronunciation. The next two columns present the character it was confused with and its pronunciation. The number of alternative pronunciations is limited to 2. The codes used in the subsequent columns present an approximate classification of the possible reason for the confusion. Apart from the semantic relatedness, the classification was performed automatically. The codes are as follows:

- **G**: graphical similarity, some shared components
- **SC**: the same semantic components
- **PC**: phonetic components with the same pronunciation
- **PCPR**: phonetic component of the first character indicates the pronunciation of the second character
- **PRON**: similar pronunciation
- **SEM**: semantic similarity (annotated manually)

<table>
<thead>
<tr>
<th>哎</th>
<th>āi/ài</th>
<th>艾</th>
<th>āi/yì</th>
<th>G</th>
<th>PC</th>
<th>PCPR</th>
<th>PRON</th>
</tr>
</thead>
<tbody>
<tr>
<td>哎</td>
<td>āi/ài</td>
<td>唏</td>
<td>suō</td>
<td>G</td>
<td>SC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>唏</td>
<td>āi</td>
<td>嚔</td>
<td>āi</td>
<td>G</td>
<td>PC</td>
<td>PCPR</td>
<td>PRON</td>
</tr>
<tr>
<td>䀹</td>
<td>āi</td>
<td>瞠</td>
<td>yūn</td>
<td>G</td>
<td>SC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>䁗</td>
<td>āi/muǎn</td>
<td>䁗</td>
<td>muǎn</td>
<td>G</td>
<td>SC</td>
<td>PRON</td>
<td></td>
</tr>
<tr>
<td>爱</td>
<td>āi</td>
<td>受</td>
<td>shòu</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>磅</td>
<td>āi</td>
<td>碼</td>
<td>què</td>
<td>G</td>
<td>SC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>碳</td>
<td>āi</td>
<td>碳</td>
<td>níng</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>嫤</td>
<td>āi</td>
<td>艮</td>
<td>āi</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>岱</td>
<td>āng</td>
<td>印</td>
<td>yìn</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>韧</td>
<td>áo</td>
<td>營</td>
<td>áo</td>
<td>G</td>
<td>PC</td>
<td>PCPR</td>
<td>PRON</td>
</tr>
<tr>
<td>秋</td>
<td>áo</td>
<td>沃</td>
<td>wò</td>
<td>G</td>
<td>PC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>秋</td>
<td>ǎo</td>
<td>沃</td>
<td>yào</td>
<td>G</td>
<td>PC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>诙</td>
<td>ǎo</td>
<td>傍</td>
<td>bàng</td>
<td>G</td>
<td>SC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>诙</td>
<td>ǎo</td>
<td>傍</td>
<td>jiāo</td>
<td>G</td>
<td>SEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>侮</td>
<td>bā</td>
<td>蠢</td>
<td>pà</td>
<td>G</td>
<td>SEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>樹</td>
<td>bā</td>
<td>拔</td>
<td>bá/bà</td>
<td>G</td>
<td>SC</td>
<td>PRON</td>
<td></td>
</tr>
<tr>
<td>樹</td>
<td>bā</td>
<td>拔</td>
<td>biè</td>
<td>G</td>
<td>SEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>毎</td>
<td>bā</td>
<td>拔</td>
<td>bá</td>
<td>G</td>
<td>PC</td>
<td>PCPR</td>
<td>PRON</td>
</tr>
<tr>
<td>允</td>
<td>yǔn</td>
<td>充</td>
<td>chōng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>蕴</td>
<td>yùn</td>
<td>蔼</td>
<td>ǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>蕴</td>
<td>yùn</td>
<td>蕈</td>
<td>ài</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>蕴</td>
<td>yùn</td>
<td>蓄</td>
<td>xù</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>媒</td>
<td>yùn</td>
<td>音</td>
<td>yīn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>赞</td>
<td>zān</td>
<td>捧</td>
<td>zǎn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>脈</td>
<td>zǎn</td>
<td>zhǎn</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>赞</td>
<td>zàn</td>
<td>攒</td>
<td>zǎn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>脏</td>
<td>zàng</td>
<td>胀</td>
<td>zhàng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>髒</td>
<td>zāng</td>
<td>體</td>
<td>tǐ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>资</td>
<td>zāng</td>
<td>葬</td>
<td>zàng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>藝</td>
<td>zī</td>
<td>詔</td>
<td>zé</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>宰</td>
<td>zhǎi</td>
<td>裁</td>
<td>cái</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>载</td>
<td>zài/zhài</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>暂</td>
<td>zàn</td>
<td>哲</td>
<td>zhé</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>赞</td>
<td>zàn</td>
<td>攒</td>
<td>zǎn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>栽</td>
<td>zāi</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>栽</td>
<td>zāi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>兹</td>
<td>zī</td>
<td>裁</td>
<td>cái</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>栽</td>
<td>zāi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>截</td>
<td>jié</td>
<td>哲</td>
<td>zhé</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>栽</td>
<td>zāi</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>截</td>
<td>jié</td>
<td>哲</td>
<td>zhé</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>肮</td>
<td>zāng</td>
<td>装</td>
<td>zāng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>肮</td>
<td>zāng</td>
<td>装</td>
<td>zāng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>肮</td>
<td>zāng</td>
<td>裝</td>
<td>zāng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>肮</td>
<td>zāng</td>
<td>裝</td>
<td>zāng</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>栽</td>
<td>zāi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>载</td>
<td>zài/zǎi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>载</td>
<td>zài/zǎi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>载</td>
<td>zài/zǎi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>载</td>
<td>zài/zǎi</td>
<td>截</td>
<td>jié</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>侦</td>
<td>zhēn</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>侦</td>
<td>zhēn</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>侦</td>
<td>zhēn</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>侦</td>
<td>zhēn</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>侦</td>
<td>zhēn</td>
<td>载</td>
<td>zài/zǎi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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